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As studies have shown, forecasting is a necessary step in economics. Its success often helps substantiate big debates on economic policy and support judicious public choice through short and long-run decisions.

However, despite improvements in forecasting methods, many studies proved to be insufficient and divergent. The comparative analysis of short-run forecasting methods used in this present work has been recurrent in the econometric literature. Three main trends were then distinguished.

In the 1950s, the first forecasts were released to analyze business cycles and enlighten public decisions. As these were successfully used in the ‘60s and the ‘70s, forecasting developed later mainly through macroeconometric models, which were carried out by many economists (Mincer and Zarnowitz (1969), Makridakis & Hibon (1979), Fair (1979), Fonteneau (1982), Bodkin, Klein & Marwah (1990)). However, critics arose in the late ‘70s, (Lucas (1970, Kydland & Prescott (1977), Sims (1980) ), saying that the forecasts were inaccurate and unable to anticipate the big crises of these last twenty years ( 73, 80, 86). This period put an end to the golden age of forecasting based on econometric models and favoured the emergence of new methodological approaches.

Some works broke up with the traditional approach by offering diverse methods to study time series data (Kaman filter, Box-Jenkins methodology, the VAR modelling, state-space models). At the end of the ‘80s, empirical studies on these methods flourished, questioning their  effectiveness and performances faced with the macroeconomic models (Kling and Blesser (1985), McNees (1986), Makridakis (1986), Wallis (1989), Aoki (1990). In short, this second trend showed that the methods based on  time series data gave comparable, or even superior results to the traditional macreconometric models.

The third trend corresponds to the present time. It started with questions about the non-stationarity of the series and their long-run evolution. The answers to these questions aroused a tremendous interest in econometric research. It consequently led in the ‘90s to a large diversity of works on economic variables. It is however too soon to measure the effectiveness and significance of these current methods, which remain to be improved. Yet, it is possible to assess their impacts on  business cycle analyses.



In this perpective, the aim of  this paper is to apply to French data these forecasting methods. However, it is advisable to underline the major forecasting results obtained on these data in order to measure their impacts on the methods, their performances and utilization.

For this purpose, we will shed a light on the works undertaken these last decades by some forecasting analysts. While being longtime practices in the United-States and Great Britain, both macroeconomic modelling and forecasting evaluation studies appeared later in France. Short-run forecasting for example was undertaken only in the mid ‘80s.

To be more precise, it is advisable to underline that the paper made by Cling and Fayolle (1986) constitutes the sole reference for a methological discussion about the process of elaboration of the 1969-1985 forecasting of the French National Institute of Economic and Statistical Information (INSEE). They examined the problems posed by the complementary use of enquires on conjoncture, of the METRIC model, of the quarterly national accounts, and they diagnosed forecasts errors, then they showed that these ones varied according to the periods� and were more important for the variables which described behavior of firms (investments, production, stocking) and the flows of the external trade, than for the GNP and the households consumption.



In this quest to improve forecasting methods, our study ties up with Doz and Malgrange’s (1992) and Clément and Germain (1993) works. They were the only ones to compare forecasting methods used by institutes analysts, INSEE and the French Board of Forecasting with VAR models.  While the latter used only standard VAR models as comparative methods, the former extended their studies to co-integrated VAR models. But both concluded that, when the information is available, the VAR model performances are, as a rule, comparable to those made by the  institutes above mentioned.

To go further in our analysis, it seems necessary to add two other specifications to the standard and co-integrated VAR models. The first one, the Bayesian specification, applies to high order vectors. The second one is a VAR that recognizes identity equations and maintains the coherence of the economic variables.

Similarly, some methods based on the state-space approach are worth studying, for, considering that  these models have an asymptotic stability  (Aoki (1987)), one can assume that their forecasts can be more accurate than these offered by VAR models. However, despite being lately re-used by analysts, few significant studies about their real performances have been made so far. 



Therefore, while explaining first the methods we intend to use to compare the various forecasts, we will underline the problems related to their use (section 1). Secondly, we will tackle their applications on French data (section 2).





1. The forecasting models and procedures



In this section, the various forecasting procedures used in our study are presented and discussed.



1.1 The Sims VAR method

 

The use of VAR models has been recommended by Sims (1980) as an efficient alternative to verify causal relationships in economic variables and to forecast their evolution. On the theoretical level, this approach has its foundation in the work of Wold (1938), Box and Jenkins (1980) and Tiao and Box (1981). Given �EMBED Equation.DSMT4��� the vector of variables, the classical VAR model explains each variable by its own p past values and the p past values of all other variables by the relation 

	�EMBED Equation.DSMT4���						(1)



where the �EMBED Equation.DSMT4��� are �EMBED Equation.DSMT4��� matrices, �EMBED Equation.DSMT4��� the deterministic component which can include a constant and seasonal dummies and �EMBED Equation.DSMT4��� is a zero-mean vector of white noise processes with positive definite contemporaneous covariance matrix �EMBED Equation.DSMT4��� and zero covariance matrices at all other lags.



To calculate the  �EMBED Equation.DSMT4��� estimators of the parameters in (1), it is well known that application of least squares method equation by equation is justified. Indeed, in these equations described below, the right-hand-side variables are the same.



	�EMBED Equation.DSMT4���		(2)



Moreover, it is established that the coefficient estimates coincide with the maximum likelihood estimates and are consistent and asymptotically efficient (Lütkepohl (1993)).



For pratical use, estimations of VAR model involve that long time series are available and verify the constraint

		�EMBED Equation.DSMT4���							 (3)

if T is the length of the observed series.



For selection of the optimal lag structure, one usually choses the p values that minimize different information criteria. We use the most popular ones which are the following:



- Akaike Information Criterion (AIC)	:	�EMBED Equation.DSMT4���

- Schwarz criterion (BIC)			: 	�EMBED Equation.DSMT4���

- Hannan and Quinn (HQ)			:	�EMBED Equation.DSMT4���



where �EMBED Equation.DSMT4��� is the determinant of the estimator of �EMBED Equation.DSMT4��� when the model is a stationary VAR(k)



For the choice between these criteria, we refer to the result of Lütkepohl (1993): if �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� represent estimate values of p given by criteria AIC, BIC and HQ, then:

�EMBED Equation.DSMT4���

�EMBED Equation.DSMT4���

�EMBED Equation.DSMT4���

To obtain the forecasts one can refer for example to Granger and Newbold (1986) who showed in basing on some results of probabilities that optimal h period ahead forecast of �EMBED Equation.DSMT4��� is 

	�EMBED Equation.DSMT4���					(4)





1.2 The BVAR method



The issue which has entailed for a long time the controversy between the supporters and detractors of the Bayesian procedure is the estimation of the parameters of a model, either by using the statistical inference techniques or, on the contrary, by taking into account the previous knowledge of the econonomic system. The application of this procedure implies that an a priori probability has to be chosen and it can only be applied to models with a finite number of parameters. Yet, since most of the macroeconomic variables are from stochastic tendencies, the specification of their distribution turns out to be necessary. Usually, the hypothesis of normality for the coefficients is adopted since, in most cases, the underlying economic theory has little influence on the distribution of errors. In the field of  multivaried modelling, Litterman suggested the use of  the Bayesian procedure (1980) as an efficient way  of avoiding some of the problems posed by Sims VAR models.



The over-parametrisation is mainly the cause of these problems. Indeed, even if the reduced-size systems are involved, too many parameters have to be considered, which turns out to be non-significant after applying the hypothesis tests. Thus, it is necessary to put forward that the out-of-sample forecasts obtained by means of a standard VAR model depend a lot on the number of lags, even  though the values observed and calculated are very close on the estimation  period. In order to bypass these difficulties, Litterman (1980) introduces some a-priori knowledge in the formulation of his model by means of a distribution of probabilities, considering the following point of vue : being strictly in  a situation of normality, with  the exception of the coefficient corresponding to the lag of one period, he states that the coefficients are indépendant two by two and subject to a distribution of zero mathematical expectation and of a rather low standard deviation.



This approach aims to consider that the coefficients related to long-term lags can  be non-zero, although it is worth noticing that they are closer to zero than those related to short-term lags. What is original in this approach is the fact that it is as if it were a necessary arbitration between the over-parametrisation on the one hand, which integrates too many non-significant coefficients with high standard deviation, and the under-parametrisation, on the other hand, which cannot be satisfactory because some variables and/or some lags are completely missed out when forcing some coefficients to take the zero value. The Bayesian procedure suggests that the standard deviations of the coefficients decrease as fast as lags increase. It is thus a particularly useful means of improving forecasts as it enables long-term lags to be estimated. It is also worth noting that this procedure preserves the atheoretical caracter of the VAR models and shows the possibility of significant uncertainties in the actual structure of the economy as it is not based on a particular economic theory.  This way of grasping the problem however leads to a major difficulty. In fact, logically, it is necessary to acknowledge that, unlike the method of simple regression, where a good knowledge of the category of lags of the coefficients is available, especially thanks to the conditions of stability, the a priori ideas about lags related to other variables are sufficiently hazy. Yet, because of the very large size of the variances covariances matrix, it is unfortunately impossible to carry out this principle at this level since it is hardly likely that a thorough rule can be specified in good conditions. In practice, it is usually done as follows : a set of coefficients of identical rule and arguments called hyperparameters is chosen. These are considered to be fixed in the estimation of the model. Morever, it holds values for the coefficients which are all the more close to zero as they correspond to less and less recent periods which happened before the moment when the forecast was carried out.



Nevertheless, it is worthy noticing that Litterman does not make of this conjecture an absolute rule, as he reserves himself the possibility of modifying this procedure whenever it is thought that certain coefficients are likely to be given a quite superior weight than the one which would be attributed to them according to the logic of an inverse proportionality between weight and lag.



It is now necessary to specify the Bayesian model by formulating the basic hypotheses upon which it relies. There are mainly three hypotheses : the first one has to do with the choice of the variables : Studies, as those carried out by Sims (1980) or Braun and Mitnik (1985), have clearly showr the role of the variables reserved for the study, by showing significant differences between forecasts obtained by either the addition or the withdrawal of certain variables. The second hypothesis gives complete freedom to choose the delay a priori (Litterman (1986), Hafer et Sheelan (1986) or to be inspired by the principles of classical  statistics (Trevor et Thorp (1988). But beyond any shadow of doubt, the third hypothesis is the one that draws the most the attention. It consists of two attitudes which can be associated if necessary :

- The first attitude is drawn up by economic theory, thanks to the ideas of the modelling operator  

- The second originates from statistical procedures and can be carried out on a sample considered as appropriate and pertinent to analyse the phenomenon. The distribution of probability can, of course, differ from a coefficient to another as well as from a period to another.



As far as the rule of probability is concerned, it is fully described by its average and its standard deviation. To determine the average, the idea that the variable follows a random pace is maintained. This hypothesis is rather consistent with  the observation made by Nelson and Plosser (1982) who  showed that most of the macroeconomic variables are from stochastic tendencies. In the model, this hypothesis means that, in the autoregressive polynomial which explains each variable, only  the coefficient of the first delag will be non-nil as the variable that loses one period has an average equal to the unit whereas all the others are supposed to have a nil mathematical expectation.



As far as  the standard deviations are concerned, Litterman stuck to an experimental approach in front of the difficulty of the analytical resolution. For a sample observed over a period, the ex ante forecasts are considered in order to get an idea of the standard deviations of the normal rule followed by the hyperparameters.



For a sample observed over one period, the ex-ante forecasts are considered in order to have an idea of the standard deviation of the normal rule followed by the hyperparameters. If the weight affected to the lag one  intervene  in a by a univaried specification. For example, a 0,3 weight means that any variable enters with a 30% percentage in the calculation of the same variable forecast.



Given the evolution  process of the �EMBED Equation.DSMT4���variable, the two elements required at the complete specification of the rule i are the average of the distribution related to the period of order �EMBED Equation.DSMT4��� and the standard deviation related to the lag or order �EMBED Equation.DSMT4��� of the variable �EMBED Equation.DSMT4��� in the equation �EMBED Equation.DSMT4��� noted �EMBED Equation.DSMT4���.



Litterman proposes as a fonction of standard deviation the following relation :



�EMBED Equation.DSMT4���		(5)



where  �EMBED Equation.DSMT4��� represents the standard deviation of the univaried representation of �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� are respectively the standard deviation and the weight both related to the lag of order 1 whereas �EMBED Equation.DSMT4��� is the weight of the variable �EMBED Equation.DSMT4���  in the equation �EMBED Equation.DSMT4��� represents the total weight related to the coffecient �EMBED Equation.DSMT4���

we have

�EMBED Equation.DSMT4���



�EMBED Equation.DSMT4���  so,  �EMBED Equation.DSMT4���



it is rather usual to attribute the value 0,2 to �EMBED Equation.DSMT4��� and the value 0,5 to the elements �EMBED Equation.DSMT4��� placed out of the main diagonal of the system. Usually, the forecasts carried out showed that a reasonable range of values for �EMBED Equation.DSMT4���  is situated within 0,1 and 0,2. 



In conventional econometrics of the linear regression, the problem of combining prior information on the parameter with information generated by sample of observations had been resolved by Theil and Goldberger (1961). If we re-write equation (2) in matrix notation of the linear model  i.e. �EMBED Equation.DSMT4���, the optimal posterior estimator obtained by Litterman through the use of Theil-Goldberger method is

�EMBED Equation.DSMT4���		(6)



where �EMBED Equation.DSMT4��� is the vector of observations on �EMBED Equation.DSMT4��� ; X is the matrix of deterministic components and observations on all lags of variables ; �EMBED Equation.DSMT4��� is the vector of coefficients ; �EMBED Equation.DSMT4��� is the residual vector ; �EMBED Equation.DSMT4��� is a diagonal matrix with zeros corresponding to the deterministic components and values �EMBED Equation.DSMT4��� corresponding to the k-th lag of variable j ; �EMBED Equation.DSMT4��� is a vector of zeros and one corresponding to the first lag of the dependent variable i.





1.3 The Litterman VAR with time varying coefficients



In the spirit of Lucas (1976) which argued that traditional macroeconometric models based on estimated time invariant coefficients can’t be used for the examination of economic policies, Sims (1982) suggested the use a time varying version of the Litterman VAR.



To the equation (1) is substituted the following one

�EMBED Equation.DSMT4���

in which the coefficients �EMBED Equation.DSMT4���are random variables and the errors �EMBED Equation.DSMT4��� are zero mean white noise with time varying covariance matrices �EMBED Equation.DSMT4���.

As a specification describing the dynamic behaviour of the coefficients, Sims proposed  a random walk process 



		�EMBED Equation.DSMT4��� , �EMBED Equation.DSMT4���				(7)

with the variances of the disturbances for each coefficient�EMBED Equation.DSMT4��� definite in accordance with the Litterman prior.



From the estimation point of view, the Kalman filter which constitutes an optimal updating procedure can then be used to successively reestimate �EMBED Equation.DSMT4���. In the context of forecasting it allow to calculate easily the one-step-ahead prediction errors and their variance-covariance matrix without resorting to the series history.





1.4 The VAR model with cointegration constraint



If  we lean  on the definition itself of the cointegration which includes the idea of a relation of long term equilibrium between variables, we can think that a cointerated system where unitary roots are correctly specified, the fact that variables are on a same long terme path can substancially improve the forecasty especially the long term one there, it is the matter of a convergence of points of view which couldn’t completely translate, though, the true reality, for, if the studies led by  Engle and Yoo (1987), Clements et Hendry (1995) or, more recently, by  Lin and Tsay (1996) coïncide as for the contibution of cointegration relations when in the forecast context ; they clearly showed, on  the contrary, the importance of the nature of the data on the forecast quality. Indeed, according as the variables are treated by level, by difference, or expressed as linear  combination of other variables, the forecast can become improved or, ont the contrary, prove to be of an inferior quality.



Let �EMBED Equation.DSMT4��� a vector with  n components �EMBED Equation.DSMT4���. Its evolution is described by the model (1) defined above, where  �EMBED Equation.DSMT4��� follows a normal distribution of no  zero mathematic expectations and a positive variance covariance matrix. When taking into account the operator L  defined by �EMBED Equation.DSMT4���, (1) is written :

�EMBED Equation.DSMT4���

	

that is to say 



	�EMBED Equation.DSMT4���



We suppose that all the roots of the polynomial �EMBED Equation.DSMT4��� are outside the unitary disk and that its rank is equal to r. Let us note right here and now that this last hypothesis expresses the fact that there are �EMBED Equation.DSMT4��� unitary roots in the model.

Another important hypothesis supposes that the order of multiplicity of the unitary roots is equal to 1. In  other words all the variables�EMBED Equation.DSMT4���are integrated of the order 1. This hypothesis has a long range for when averaging it, it has as consequences that there is a stationary variable which can be represented by a linear combination of integrated variables of order 1. In accordance with these hypotheses �EMBED Equation.DSMT4��� is stationary or integrated of non zero order according to whetter d is equal to or different from zero. Is this latter case, the system possesses  r relations of cointegration.

These few indications are enough to show that, when two variables are cointegrated of order 1, there exists a relation of long term equilibrium between them. Yet, nothing allows us to assert the existence of a short term equilibrium. In order to take this observation into account, an ECM model is used in a similar way, which can be formulated in the following way.



�EMBED Equation.DSMT4���		(8)

which

	�EMBED Equation.DSMT4���, �EMBED Equation.DSMT4���,  �EMBED Equation.DSMT4���



In  order to detemine the number of cointegration relations, it is current to look for the matrix �EMBED Equation.DSMT4��� rank. Supposing that the latter is r this process has got the advantage of being able to write matrix �EMBED Equation.DSMT4��� as a produce of two matrixes both of full rank r. That is, formully  �EMBED Equation.DSMT4���.

From  this last expression, it is frequent to proceed to a transformation whose purpose is to find a new stationary series �EMBED Equation.DSMT4���. This writting offers also the advantage of estimate �EMBED Equation.DSMT4��� parameters instead of the  �EMBED Equation.DSMT4��� of the beginning. The process stationarity implies that the forecast carried out at the time  t  at the horizon h converger to the average of the considered series. The calculation of the forecast of  �EMBED Equation.DSMT4���. Is simple. Indeed, let us consider the model (8), this forecast is given by : 



�EMBED Equation.DSMT4���			(9)



Considering the stationarity of (8) which implies



�EMBED Equation.DSMT4���with �EMBED Equation.DSMT4���



One can deduce

�EMBED Equation.DSMT4���

Taking these results into account, it happens that



�EMBED Equation.DSMT4���



avec	�EMBED Equation.DSMT4���



This transformation shows clearly that the quantity�EMBED Equation.DSMT4��� is indépendant of t, from the moment when the forecast is being carried out and of h which is the horizon.

In accordance with the hypothesis of non singularity of�EMBED Equation.DSMT4���, we can determine, without any sifficulty, by pre-multiplying the 2 members of the previous equality by �EMBED Equation.DSMT4���, that 



	�EMBED Equation.DSMT4���.



This result is twice advantageous since, on the one hand, we can see that to each co-integrated vector corresponds a linear constraint able to better apprecially the forecasting, and, on the other, the number of parameters to estimate is less important than those figuring at the beginning. In practical applications, one often meets with a difficulty = that of the best estimation method. As a matter of fact, when  a model containing  r  cointegrated vectors is used, it is necessary to consider �EMBED Equation.DSMT4��� constraints in the parameters estimations.



In the late 1990 s, lots of approaches have been elaborated for the estimation of models incorporating relations of cointegration ( see among others Stock and Watson (1988), Johansen (1988), Ahn  and Reinsel (1990). If they were used essentially to apprehend questions about macro economic analysis aiming at formalising and quantifying causal connections existing between economic variables, today more and more varied applications are proposed in the context of forecasting. Conciliating the ECM approach with the  VAR one, the estimation technique by the maximum of verisimilitude of  Johansen (1988) undouhted by constitutes the central phase of these applications. It leads to the following three stages forecasts previsions calculating. 

























Forecasting procedure with the VECM method



Step 1 : Use the Johansen FIML estimation procedure for determining the number of cointegrating vectors and obtaining estimates of the long-run relationships �EMBED Equation.DSMT4��� between the variables.



Step 2 : Use the long-run relations �EMBED Equation.DSMT4��� for defining the error-correction terms to be included in the VAR model  and estimate the resulting VECM model :



		�EMBED Equation.DSMT4���



Step3 : Compute the forecasts with the relation (9)



End of the procedure







1.5 The state space approach



The state space modelling appeared in econometric literature in the mid 1970s with the work of Akaike (1974) and Aoki (1976). Despite the successes of her numerous applications in the systems theory, the state space approach has not been adopted immediately by the majority of economists. The reason evoked was that it seemed to be difficult to apply because of the choice of the Kalman filter parameters but also because of the calculation formulas. 



In the context of economic policy evaluation, state space models have been broadly used, afterwards, for the determination of optimal economic policies and the analysis of the dynamic properties of models (see for example Murata (1982), Pagan and Preston (1982) and Rao (1987)).  But state space models have been left aside, again, after criticisms by Lucas (1976) and Kydland and Prescott (1977) on time inconsistency and expectations of agents. 



Today, we attend an interest revival for the use of state space framework for the study and forecasting of economic at two levels. On the one hand, the answers to Lucas and Kydland’s and Prescott’s criticisms have recently led to the elaboration of methods taking into account the agents anticipation  (see Zeeuh and Van Der Ploeg (1991)) for a presentation. The analysis of the economic policy is then apprehjended in the context of differencial games for which the conceptual frame of state models remain appicable  (see Petit (1990) and Basar (1986) for some applications) on the other hand, this late 1980s’ reneval is also due to the new space state methodology proposed by  Aoki (1987) for economic series to modelling . Based on the notion of balanced realisation it allows us to identify and estimate state models with salient properties directly from given data. 



The multivariate state space forecasting approach has been well described in the Aoki papers, as a consequence we just outline below his main steps.



Let �EMBED Equation.DSMT4��� be a set of centered and stationary observations of a y vector which regroups q variables representating the evolution of an economic phenomenon observed at the instants t=1,..., N and let the innovation form� be :



		�EMBED Equation.DSMT4���						(10)



where the innovations �EMBED Equation.DSMT4��� are both serially independant with covariances �EMBED Equation.DSMT4��� and independent of state variables �EMBED Equation.DSMT4��� (�EMBED Equation.DSMT4���). The usual procedure to determine the parameters (A,G,C) which "realize" the system (10) is composed of the following stages.















Aoki state space algorithm



step 1 : construction of the Hankel matrix



Let us note �EMBED Equation.DSMT4��� the covariance matrix between �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4���. We have :



�EMBED Equation.DSMT4���				



with   �EMBED Equation.DSMT4���



One computes �EMBED Equation.DSMT4��� a �EMBED Equation.DSMT4��� matrix approximation of the Hankel hypermatrix associated to the autocovariance function �EMBED Equation.DSMT4���, r and f being respectively the number of block-columns and the number of block-lines by columns.



step 2 : Choice of the model order



The chosen value for the number of components of the state vector is determined firstly by deciding the values to give to the parameters r and f. Great values entail a minimal loss of information in the approximation of Hankel matrix by �EMBED Equation.DSMT4��� but, in return, generate bigger errors. Then, the number of states n that can synthetize the information contained in �EMBED Equation.DSMT4��� is given by the rank of this matrix defined as the number of nonzero singular values of �EMBED Equation.DSMT4��� (Kronecker theorem).



Step 3 : Calculation of the matrixes �EMBED Equation.DSMT4���, �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� 



The structure of the matrixes �EMBED Equation.DSMT4��� defined in terms of the parameters of the model (10) and of the covariances�EMBED Equation.DSMT4��� enables the matrix H to have the remarkable property of being written as the product of the observability matrix (�EMBED Equation.DSMT4���) by a matrix whose form is similar to that of the commandability matrix (�EMBED Equation.DSMT4���) of system (10)



So, we calculate the estimators �EMBED Equation.DSMT4���, �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� by performing two factorizations of the matrix �EMBED Equation.DSMT4���. 

The first is its singular values decomposition : �EMBED Equation.DSMT4���. For the second �EMBED Equation.DSMT4���, one chooses the solution which implies the equality of the gramians



	�EMBED Equation.DSMT4���								(11)



and the obtention of these last as the unique solution of Lyapunov� equations.



	�EMBED Equation.DSMT4���							(12)

	�EMBED Equation.DSMT4���



The solutions are defined below and comes down to carrying out a change of basis in the state space to obtain a so called balanced representation (Moore (1981)) :



	�EMBED Equation.DSMT4��� 	 �EMBED Equation.DSMT4���						(13)



With this decomposition, the estimators of the parameters are obtained in two stages.

Firstly, we show that �EMBED Equation.DSMT4���, �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� are given by :



	�EMBED Equation.DSMT4���							(14)



The matrices  �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4��� being defined as follows



	�EMBED Equation.DSMT4���	;  �EMBED Equation.DSMT4���					

and �EMBED Equation.DSMT4��� is constructed by shift up �EMBED Equation.DSMT4��� by one submatrix row.



Secondly, we calculate �EMBED Equation.DSMT4���, using the matrix (, the solution of the following Riccati equation which ensures the stationarity of the process �EMBED Equation.DSMT4��� :



	�EMBED Equation.DSMT4���			(15)



Its resolution may be apprehended by an iterative algorithm which initialyzes the matrix �EMBED Equation.DSMT4��� to the zero matrix and which achieves its updating directly from relation (15). Another process is based on a non-iterative algorithm similar to the one introduced by Laub (1983). It proceeds within two stages. First the construction of a symplectic matrix from the estimated parameters, then the calculation of the solution from the transformation of this matrix into the real Schur decomposition form (Aoki (1987,a)).



Once this solution is found, one deduced the estimator of G :



	�EMBED Equation.DSMT4���



step 4 : forecasts computation



We note �EMBED Equation.DSMT4��� the forecast performed on the date t for the horizon h. One obtain the �EMBED Equation.DSMT4���by solving the system (10) from an estimation of initial state �EMBED Equation.DSMT4���. The latter can be obtained, according to the backcasting tehnique of Box and Jenkins which is an iterative process calculating successively backwards forecasts and forwards forecasts. On the basis of the recurrence



	�EMBED Equation.DSMT4���						(16) 



we obtain firstly an estimation of �EMBED Equation.DSMT4��� by looking further back in time. Then from this estimation �EMBED Equation.DSMT4���, we calculate forecasts backwards till we get to �EMBED Equation.DSMT4���.



End of the algorithm

�The principle of the procedure outlined above consists in extracting the essential of the information contained in the Hankel matrix by approximating the space spaned by this matrix by a space of lower dimension spaned by the singular vectors associated to the nonzero singular values. Taking advantage of the concepts and tools of the systems theory, it naturally provides a model with salient properties which are of two orders.



First, specific properties stemming directly from the coordinate system and the algebraic transformations chosen to project the initial variables in the state space.



- The strict nestedness and the orthogonality of the models associated to the subspaces included into the state space. The states are chosen in such a way that model (�EMBED Equation.DSMT4���) of dimension �EMBED Equation.DSMT4��� less than n gets directly nested inside the models of superior size. Therefore, (�EMBED Equation.DSMT4���) is obtained straight  away by extraction of the �EMBED Equation.DSMT4��� first columns of �EMBED Equation.DSMT4���, �EMBED Equation.DSMT4��� et �EMBED Equation.DSMT4���.



- The parametrization defined by the transformation (16)-(22) enables us to identify in a unique way the matrices �EMBED Equation.DSMT4���, �EMBED Equation.DSMT4��� et �EMBED Equation.DSMT4���. It ends up into a state vector whose components are completely reachable and observable. This state vector is also of minimum size, the space associated to it is the same as the smallest subspace spaned by all the past and future observations of the system output.



- �EMBED Equation.DSMT4��� is the gain matrix of Kalman filter associated to model (4). It is well known that this filter provides the optimal estimation of the state variables which are not observable but whose knowledge is prior to the calculation of forecasts of the variables �EMBED Equation.DSMT4��� (see Anderson and Moore (1979)). In this filter, it is the coefficients of the matrix �EMBED Equation.DSMT4��� which determine the weighing to attribute to the forecasts errors which occur in the calculation of the best prediction of state variables : 

	�EMBED Equation.DSMT4���				(17)



Beside those properties of stability and minimality, it is advisable to notice that the techniques involved in this procedure lead to a model which enjoys some general properties very useful to describe and forecast correctly the dynamic behavior of the variables.



- The model is asymptotically stable if the initial series are weakly stationary. As we showed it previously, this result is the direct consequence of restrictions imposed on the form of the observability and commandability matrixes �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4���. Such a property is not guaranteed by the VAR methodology.



- Because the Kalman filter is the most effective among the adaptative estimation algorithms, the state space models have the flexibility to deal directly with gross data of time series and, to take into account the non-stationarity arising from trend and seasonality.



Finally, to finish with the discussion on state space approach, it is advisable to note that other procedures based on the Aoki formalization have been proposed afterwards. For example, Otter and Van Dal (1987) formulated a variant which uses a Hankel matrix defined from the covariances between the innovations and the studied data. Mittnik (1989) also studied several identification schemes from a state representation in which the state vector is brought up to date from the output observed at instant t instead of the innovation of this same instant.  As another example, Havenner and Criddle (1987) proposed a procedure which relies on a hankel matrix built from centred and reduced data.





2. Characteristics and properties of the data



2.1 The data



Since the end of the first petroleum shock, the analysis of infra-yearly evolutions of the economical variables has become necessary for private and public decision-makers who must define and  adjust their actions at best. In this view, it is on the quartely data basis that studies are usually  achieved to identify the sources of economical fluctuations and to study the properties of the GDP.



We have constituted our data basis while trying to gather the series which correspond to the main cycle determinants. In France, they are usually the object of forecasts published in the main conjuncture notes (French National Institute of Economic and statistical information -INSEE- Caisse des Dépôts, Forecasting Direction, Bureau of Information and Economical prospect, etc). They are the main series which are under investigation to explain the variations of the GDP, the households purchasing power, their saving and consumption operations, the firms’ behaviour as far as invests and stocks are concerned and the world demand level. The gross domestic product (GDP), private consumption (C), the gross formation of fixed capital (I), exports (X), imports (M), unemployment (E), the index of price consumption (P), the money aggregate M1 and the interest rate (R).



For a competition between the various short term forecast methods, to include monthly series into our data basis was for us the obvious thing to do- Indeed, if conjunctural forecasts are usually based on quarterly data, two reasons at least militate in favour of using monthly data.

The first one ensues from the late publications of the quarterly national accounts ; In France as in most countries these accounts are available with at least a quarter lag in comparison with the current quarter. For example, INSEE prublishes detailed results with a ninety-day-lag. Morever, these ones will be considered as provisional for 4 years, for they are subjected to revisions in order to introduce new infromation on the one hand and to adjust quartely data to yearly  ones on the other one. Yet, during this time, monthly observations of the current quarter are most often  already known. So, we can hope to profit by the forecast in taking this information into account, which is more rapidly available. In recent literature, this observation gave place to various works. 

For example, underlying the fact that "simply averaging monthly data to get quarterly variables does not necessarily fully utilize the information set" because "within-quarter movements may contain information of value in forecasting across quarter movements", Rathjens and Robins (1993) have shown that quarterly forecasts can be improved by using within-quarter variations of monthly data. In the same way, Shen (1996) has combined forecasts from a quarterly macroeconometric model for taiwan with monthly time series forecasts and shown that the gain in forecasting accuracy due to this inclusion is substantial.



The second reason is the fact that, since economical variables become more and more fluctuating, it is advantageous to describe their evolutions in learning  on data that are released at high frequencies. If it is true, which is eloquently shown on the graphs page ...., that forecasting becomes more difficult in this case, nevertheless it will be more instructive for the uncertainty on these variables  is high. As a matter of fact, if you want to follow regularly conjuncture, it is rather logical to admit that the higher the frequency of observations, the easier the improvement of economical forecasting quality, for, one can hold the most recent evolutions to establish, prior to any prospect, a diagnosis reflecting the best the situation of the moment. Indeed, all this requires a rapid broadcasting of the data, compulsory if you want to observe conjucture truly and continuously. Once you have gathered these two conditions regular publications and short periodicily the objectivity effort of forecasting can be better followed for the orientations of the ensuing policies are based on a far more complete observation of facts. In ghis respect it is interesting to note that for lots of conjunctural indicators of monthly frequency, the publishing day is known. To give a sole example, at the level of the US financial markets, it is following a job report in june 1992 that the Federal Reserve decided to lower federal funds rate. The same decision has been taken during the month of September the same year.



Our monthly time series cover the period of 1980:1 to 1995:4. We have retained  the following variables : industrial production index (IPI), unemployment (E) measured by end of month number of job seekers, consumer price index (P), interest rate of the French Money Market (R), money supply (M1), exports (X) and imports (M).

Near these justifications about the choice of data, one can equally add that the variables retained for quarterly data correspond to those usually selected to solve the French quartely  macro economic models. For such a model, it is well known that one can associate to its reduced form a unique VAR representation and from it a state space representation equally unique.

So, even if our forecasting calculations are placed in the context of an a-theoretical modelling approach, yet the choice for the set of variables obviously amounbts to defining a priori restrictions on the economic system.



The corollary of this remark on quarterly models is that one won’t fail to note that it is possible to establish a correspondance between VAR models space/state ones, and the reduced form of a monthly macroeconomic of French Economy. If such a model has not been elaborated yet, and would be, anyway, difficult to estimate for abvious reasons of data availability, its interest would be at the core of the economical analysis : a study on economical fluctuations. From this point of view, one interest of the VAR and state space models is to supply approximations of the estimated reduced form of such a macroeconomic model. 

�As for the use of quarterly models, they can contribute to the definition and to the execution of the conjunctural policy because, the forecasting of the chosen variables is important because they can reflect business cycle behaviour and contain information about changing directions of trend.





�

�

�

�

�2.2 Statistical properties of the time series



Compared with the mathematic properties of the methods used to elaborate forecasts, the data characteristics constitute one of the first factors which have an influence one forecasting accuracy. First of all, on account of the nature of the operations that they describe, the best forecast variables will, of course, be those which are the less affected by conjunctural fluctuations. Another influence factor is the variables building mode (aggregation, desaggregation, smoothing, etc...). Finally, on the practical level this precision is also affected , by certain transformations applied to uncorrected data.



One of the first transformation is the correction of seasonal variables. It most often intervenes upstream from the modelling process of an economic variable since the series of most of the economic aggregates are only built with corrected data. On this point, Wallis (19974), Ghysels (1994) and Hyllerberg (1994) have shown that using corrected series can introduce biases into econometric adjustments and, by this way, alter the interpretation of the econometric models dynamic. So, since seasonal fluctuations are an integral part of econometric data, some authors have underlined the importance of treating directly uncorrected data in elaborating models which incorporate seasonality modelling. 



Of course, the other transformations ensue from the stochastic  series no-stationarity. Since the introduction of Dickey and Fuller’s formalisation (1981), a great number of impirical investigations have been carried out in order to examine the effects that the use of a non.  Appropriate process of data. stationarization can produce on econometric methods. After Nelson and Plosser’s article (1982), their works laid the stress, during the 1980’s, on the tendency study  and have given prominence to well known results today fornon seasonal series : bias in the regression results, false regression, artificial autocorrelations, etc. Although it has been suggested since 1984 by Hasza and Fuller, the proposed methods extension to seasonal series cases when analysing tendency got the economist’s agreement but far later. On tests aiming at revealing the seasonality nature and on the elaboration of methodilogies supplying a relevant modelling of the seasonal series evolution, Engle, Granger, Franses, Osborm, Hyllerberg and Ghysels are undoubtedly listed among the authors who have most contributed to the literature. To quote only two of them, Franses has developed several tests of seasonal unit roots and has illustrated with many applications the benefits that may accrue from the use of appropriate seasonal monhtly or quarterly models in forecasting performance (see for example Franses (1991), Franses (1994), Boswijk and Franses (1995) and Franses (1996)). In the same way, Osborn and Smith (1988, 1989) have proposed various approaches to model seasonality and has developed the notion of periodical cointegration.



Before elaborating forecasts from multivarious models which must take into account the dynamic interactions between the variables representative of the French Economy evolutions, it is therefore necessary to characterise the intrisic dynamic  of each variable considered. For the quarterly data, we have used Dickey and Fuller (1981) and Philipps and Perron (1988) procedures (1988) and tested the presence of  unit roots only at zero frequency because, they are corrected. As mentioned above, it is necessary to discuss on the consequences that are derived from the use of adjusted data instead of original data. But we can underline that seasonally unadjusted quarterly data does not exist for the aggregates and prices of national income and product accounts of the french economy. As far as monthly series are concerned, we have implemented Beaulieu and Miron methodology (see annex 2) to test unit roots at every frequency.





The results for the ADF tests



The presence of unit roots at zero frequency has been tested by Dickey- Fuller’s methods, following Jobert’s descending strategy (1992) (see appendix 2). The results are shown in table 1. We can take the example of the quarterly series �EMBED Equation.DSMT4��� to explain  the strategy for the ADF test. We start with  the estimation of equation (1). It shows that the hypothesis of the unit root may be accepted (�EMBED Equation.DSMT4���). Then, we test the trend term of the equation (4) by examining the statistic �EMBED Equation.DSMT4��� ; thus the trend is not significant. Once more we evaluate the unit root in the equation (2). The value of �EMBED Equation.DSMT4��� leads to the rejection of the hypothesis I(1). But since the constant is significant in equation (5) (�EMBED Equation.DSMT4���, we therefore accept the hypothesis I(1)+T.

Except the monthly variable In(P) which is stationary around a linear tendency, the general conclusion is the non-rejection at the level of 5% of the presence of a unit root in the considered series. The evolution of these series are mostly characterized by the co-existence of deterministic and stochastic trend.





Table 1. Tests ADF I(1)/I(0)

series�Lag��EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4����(3)�Conclusion��quarterly data���lnY_q�0�2.24�-10.81����I(1)+T²��lnC_q�0�2.90�-10.98����I(1)+T²��lnI_q�2�-2.64�-0.24�-1.56�1.09�1.08�I(1)��lnM_q�0�-2.63�-0.97�-1.50�4.01��I(1)+T��lnX_q�0�-2.87�-1.63�-2.11�5.83��I(1)+T��lnE_q�2�-1.93�-1.45�-1.85�2.14��I(1)+T��lnP_q�1�-0.01�-2.64����I(1)+T²��lnM1_q�2�-1.94�-1.21�-1.32�10.01��I(1)+T��lnR_q�1�-2.71�-0.53�-2.75�-0.29�-0.63�I(1)��critical values at 5%�-3.45�1.96�-2.89�1.96�-1.95���critical values at 10%�-3.15�1.65�-2.58�1.65�-1.61���monthly data���lnY_m�14�-1.90�0.02�-0.79�1.29�1.28�I(1)��lnC_m�2�-1.73�-0.47�-1.05�1.80�1.79�I(1)��lnM_m�24�-0.88�-2.85����I(1)+T��lnX_m�24�-1.40�-0.09�-1.09�1.70�1.69�I(1)��lnE_m�2�-3.28�-1.57�-2.76�2.82��I(1)+T��lnP_m�1�-5.46�����I(0)+T+C��lnM1_m�2�-2.21�-5.94����I(1)+T²��lnR_m�17�-1.91�0.17�-1.33�-1.94��I(1)+T��critical values at 5%�-3.43�1.96�-2.88�1.96�-1.95���critical values at 10%�-3.13�1.65�-2.57�1.65�-1.62���



The results for the HEGY tests for monthly data



We have applied ordinary least squares to three variants of Beaulieu and Miron test equation (model with no deterministic terms, model with constant and trend and model with constant, trend and seasonal dummies) on the period 1980-1995 and obtained the results which are summarized in table 2. The test strategy is presented in the appendix A3. For the zero frequency, the �EMBED Equation.DSMT4���t-statistics confirm the Dickey-Fuller tests results for �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4���. 

�Table 2. Tests of seasonal unit roots in the monthly variables� �

�lny [a]�lny [b]�lny  [c]�lnC [a]�lnC [b]�lnC [c]�lnM [a]�lnM [b]�lnM [ c]�lnX [a]�lnX [b]�lnX [c]��lags�3�3�3�14�14�14�18�18�14�19�18�14���EMBED Equation.DSMT4����-0.013�-1.88�-1.526�-1.169�-1.313�-1.483�0.767�-2.189�0.914�0.579�-3.400�0.078���EMBED Equation.DSMT4����0.311�0.310�-2.761�-2.918�-2.837�-2.633�-1.435�-1.437�-2.383�-0.795�-0.633�-1.603���EMBED Equation.DSMT4����-0.661�-0.673�-4.243�-3.624�-3.718�-3.838�-1.640�-1.587�-2.916�-0.538�-0.512�-3.058���EMBED Equation.DSMT4����-0.177�-0.160�-1.359�-0.284�-0.305�-0.039�-0.867�-0.856�-1.291�-0.049�-0.263�-0.957���EMBED Equation.DSMT4����-1.367�-1.353�-2.724�-6.279�-6.343�-6.039�-1.008�-1.042�-2.280�-0.512�-0.446�-1.480���EMBED Equation.DSMT4����-0.928�-0.904�-2.539�-2.744�-2.843�-2.703�0.527�0.498�2.180�1.321�1.319�3.510���EMBED Equation.DSMT4����-0.860�-0.835�-2.254�-6.457�-6.354�-6.341�-1.181�-1.113�-2.932�-0.955�-0.947�-2.167���EMBED Equation.DSMT4����-0.061�-0.052�-0.489�-1.172�-1.078�-1.241�0.734�0.747�2.280�0.573�0.636�2.395���EMBED Equation.DSMT4����-1.947�-1.926�-3.049�-4.689�-4.572�-4.324�-1.005�-0.986�-3.846�-0.397�-0.507�-2.597���EMBED Equation.DSMT4����-0.290�-0.309�-0.976�-0.533�-0.621�-0.777�-0.177�-0.176�0.540�1.053�0.976�1.170���EMBED Equation.DSMT4����-1.094�-1.151�-2.229�-2.105�-2.025�-1.869�-0.751�-0.897�-3.748�-0.268�-0.278�-4.234���EMBED Equation.DSMT4����-0.383�-0.384�-0.707�-1.727�-1.493�-1.444�-0.526�-0.357�-1.110�-0.337�-0.422�-2.416���EMBED Equation.DSMT4����0.237�0.241�720.76�18.26�19.24�23.24�8.23�7.71�65.56�0.28�0.32�105.71���EMBED Equation.DSMT4����1.499�1.454�139.23�90.11�92.98�85.30�1.33�1.37�49.20�1.79�1.73�49.28���EMBED Equation.DSMT4����1.947�1.497�5598.04�682639�580602�853553�390.60�405.47�28454.5�267.25�326.98�29228.1���EMBED Equation.DSMT4����0.079�0.074�32.99�87.16�84.65�94.81�0.46�0.43�24.11�0.22�0.23�11.27���EMBED Equation.DSMT4����0.747�0.820�98.77�28.95�23.58�22.64�0.82�0.90�214.53�0.18�0.25�821.67��



Table 2. Tests of seasonal unit roots in the monthly variables (continued)

�lnE [a]�lnE [b]�lnE [c]�lnp [a]�lnp [b]�lnp [c]�lnM1[a]�lnM1[b]�lnM1 [c]�lnR [a]�lnR [b]�lnR [c]��lags�1�1�1�0�0�0�0�0�0�6�6�6���EMBED Equation.DSMT4����-5.809�-5.967�-5.879�-4.684�-5.121�-6.239�-1.407�-1.166�-1.215�-3.040�-3.497�-3.337���EMBED Equation.DSMT4����-4.417�-4.333�-4.204�-4.311�-4.138�-3.530�-3.532�-3.531�-3.368�-2.440�-2.454�-2.566���EMBED Equation.DSMT4����-4.447�-4.484�-4.426�-2.622�-2.279�-2.315�-4.418�-4.226�-4.079�-4.895�-4.797�-4.348���EMBED Equation.DSMT4����-3.731�-3.615�-3.464�-4.176�-3.988�-3.263�-0.110�-0.056�-0.055�-2.596�-2.526�-2.606���EMBED Equation.DSMT4����-4.497�-4.518�-4.372�-1.700�-1.819�-1.690�-3.793�-3.765�-3.761�-1.839�-1.921�-2.149���EMBED Equation.DSMT4����5.301�5.191�5.032�4.252�4.223�5.108�0.580�0.255�0.206�5.027�4.936�5.004���EMBED Equation.DSMT4����-2.657�-2.802�-2.735�-1.690�-1.945�-2.272�-5.195�-4.918�-4.810�-2.829�-2.988�-3.000���EMBED Equation.DSMT4����-5.811�-5.740�-5.666�-4.685�-4.758�-5.953�-1.410�-0.900�-0.958�-2.976�-2.898�-2.751���EMBED Equation.DSMT4����-7.750�-7.725�-7.502�-6.864�-6.526�-5.382�-6.815�-6.354�-6.293�-4.380�-4.242�-4.376���EMBED Equation.DSMT4����2.131�2.067�1.953�2.870�2.771�2.644�2.056�2.079�2.097�0.782�0.800�0.927���EMBED Equation.DSMT4����6.062�5.292�5.124�2.801�2.279�3.398�-1.812�-2.057�-1.945�0.082�0.177�0.132���EMBED Equation.DSMT4����-2.710�-2.643�-2.675�-3.135�-3.366�-2.714�-4.972�-4.480�-4.267�-1.927�-1.830�-1.915���EMBED Equation.DSMT4����595.42�586.67�565�1140.79�1064.18�832.04�29.75�27.51�25.74�52.36�50.28�46.44���EMBED Equation.DSMT4����787.88�784.38�742.02�397.08�412.64�1049.44�18.75�18.29�18.48�41.85�41.44�54.87���EMBED Equation.DSMT4����4.09e7�4.02 e7�3.98 e7�3.42 e7�3.53 e7�8.68 e7�666368�266598�305158�5075.64�4826.88�4460.10���EMBED Equation.DSMT4����89.21�94.96�92.57�74.69�88.58�201.49�46...19�41.64�40.41�4.16�4.45�4.47���EMBED Equation.DSMT4����262.48�237.49�242.17�554.95�618.64�587.85�259.41�220.90�201.59�7.46�6.78�7.56��

�The presence of seasonal unit roots must be accepted if �EMBED Equation.DSMT4��� through �EMBED Equation.DSMT4��� are significantly equal to zero. For the interest rate, index of price consumption, M1, unumployment and consumption, the values of t-statistics in the three specifications provide stronger evidence against the presence of any unit roots. For industrial production index, the data accept the unit roots at all the seasonal frequencies in the first two specifications (equation without seasonal dummies) on the basis of the F and t statistics. For the exports and imports variables, the same interpretation can be put forward with regard to values of the t-statistics but not with the F-statistics which reject the the unit roots at some frequencies. In the same way, considering the specification with seasonal dummies, it is obvious that seasonal roots must be rejected at all frequencies. From these results, it seems that the seasonality and non stationarity in all the time series can be adequately modeled with an deterministic seasonal pattern. Taking into account the results of ADF tests, it appears that every series has a stochastic trend, and none shows stochastic seasonality. This result leads us think that their univariate or multivariate representation is that of a stationary process in differences around a deterministic seasonal pattern represented by seasonal dummy variables.





3. Model forecasts



In studies aiming at comparing various comparing methods, we content ourselves in most cases, with using a similar approach, consisting in reasoning from a unique set of variables ; in fact, the forecasts quality is measured from considerations which do not take into account the models sizes. From  that moment it is important to know if the conclusions drawn from a set of determined variables are still acceptable when adding other variables. In other words are the final results sensitive or not to any increase of the number of variables ? can the introduction of certain variables throw back into question  requestion the performances classification of methods got from the first system ? These are the questions we will debate all  a long our empirical investigations.



In order to know which impact to give to these ideas, we opt-for reasons afore mentioned -firstly for a little system made of central variables describing the real sphere-secondly, me complete this system by adding variables more difficult to forecast.



But the conclusions can surely be enriched if we consider the data periodicity. So,  it is natural to tackle the question of performance of forecasting from the point of view of data frequency. On this point we have to notice that quartely data, when published, are not the true measure of macroeconomic aggregates, but show a gap with the latters, for they are only an estimation of the immediate past. Yet, we still have to precise that in France, the Direction of National quarterly accounts is used to proceeding to two estimations : the first one, "first results", is followed 45 days after by the second one : "detailed results". Therefore, quarterly data are submitted to mperfections all the more as they are revised every four years in order to harmonize quarterly and yearly accounts.



These practises make us notice that it is not always legitimate to compare two forecasting methods if the data which were used to effectuate the forecasting methods are not the same. It seems logical that retroactive forecasts should be better than those resulting from the first publications of data.



For quarterly data, we consider a "small system" composed of GDP, consumption, invests, imports and exports and a larger one of nine variables obtained in adding the unemployment represented by the end of month number of job seekers, the price consumption index, the money aggregate M1 and the interest rate. For monthly data, the "small system" gathers four variables which are the industrial production index, manufactured goods  consumption, imports and exports whereas the larger one includes eight variables obtained in adding the end of month number of job seekers, the price consumption index, the money aggregate M1 and the interest rate.



In matter of conjunctural forecast, the quality of a model adjustement is measured by the latter’s capacity to reproduce at best the movements of the provided variables evolution, and in particular, by its capacity to anticipate and adapt to the bumps and holes of this evolution.�So, the visual analysis from graphs is necessary to  compare the observed and provided values. Yet, added to these graphs, we lean mainly on statistical criteria to characterize the importance of forecasting errors.



We must have a criterion which show the most satisfying properties to characterize very well the errors contained in the various models. Theil (1958) has been the first to perfect very rigorous scientific evaluation criteria. The deepening of this idea has led to the propagation of other criteria which were to supplant, after Mc Nees criticisms (1977), Theil’s inequality coefficient which has drown a notorious success for nearly twenty years. Though it is very little used today, Theil’s coefficient is not without relation with the other criteria, and in particular, the RMSE.  Indeed, they are defined as follows :  



	�EMBED Equation.DSMT4��� ,	�EMBED Equation.DSMT4���



where �EMBED Equation.DSMT4��� represent the actual value, �EMBED Equation.DSMT4��� the predicted value at time t and T the number of observations.



On the measure point of view, given the relations existing between U and RMSE, there is no reason to prefer one criterion to another. In accordance with a custom which tends to   prevail more and more these last years, me will evaluate forecasts from R M S E, which shows the advantage of simplicity

On the pratical point of view, we divided the sample data into an estimating subsample and used the above RMSE formula for examine the goodness of fit performance of our models.



After presenting the various forecasting methodologies and justifying our choices concerning the variables kept for the studies, it is advisable to tackle now the technical aspect related to models estimation as well as forecastings calculation.



3.2 Compared performances of the quarterly models



A. Results for the five-variable system



For the estimation we used RATS 4.2. Because considering the quarterly and monthly data both in level and differences, our empirical investigation lead to estimate several models. We consider finally about twenty models for forecasting. Of course, we cannot report their exact specification which are available from the authors upon request�.



Our quarterly models have been estimated over the period 1970:1-1990:4. The out-of-sample forecasts are calculated over the 20 quarters period 1991:1-1995:4. Consequently, at the end of the estimating period, the estimated models can generate 20 one-step-ahead forecasts, 19 two-step-ahead forecasts, and so forth. To measure the accuracy of these forecasts, we have computed the RMSE by averaging the different h-step ahead forecat errors.



The forecasting experiment compares different methods. There are Sims-VAR , VAR/II, BVAR, VECM/I, VECM/II, BVECM/II and Aoki state space.



For the unrestricted VAR (VAR/I) we estimated different models of order 1 through 8 and then choose the specification with lag length of 1 which minimize the HQ loss function. The results of second column in table 3 are those of Sims VAR with time varying coefficients (VAR/II).  

For the Var II, we used data from 70:3 to 90:4 to estimate each model in this period. The forecating evaluation consists of forecasts over the period 91:1- 95:4 for quaterly data . The obtained coefficients are used to forecast each variable. After, the information of the next quaterly 91:1 is added to the estimation by updating the parameter through the kalman filter algorithm. The same procedure can be applied for the forecasting in sample. But in this case, the last forecast are until 90:4. We apply the same procedure whose name ends by II (VECM/II, BVECM/II). The BVAR were estimated with a lag of 8 for each variable. As recommended by Doan, Litterman and Sims (1984), we used a first BVAR (BVAR/I) by assigning the values 0,2 ; 0,5 and 1 for the parameters w, z and d.



As shown  in table 4 and table 4 bis, the fact of making forecasting in sample or out of sample is very important to determine what methods are superior to the other ones. In the former case, the better forecasts are obtained from BVAR I where as the VAR II model leads to worse forecasts : this last result is not surprising on account of the estimation procedure of the VAR II model. On the other hand, the VAR model with variant coefficients is found to be of superior quality than the BVAR except for the investment. But, two very striking observations are that, firstly the difference between the quality of the prevision resulting from the BVAR abd the VAR II is very substantial ; secondly, the horizon of forecasts  plays a central role. To convince ourselves of this fact, one can observe the variable imports.

At steps 1,2,3,4 (short-run) it is the best method. At steps 8 and 12,  it is the worst. One can  notice also that it does not exist any method which  is superior whatever the horizons of froescasting.

A comparison between the results given by the three models shows, that the VAR II model is better (in 66%  of cases but it’s less performing in 33% : the traditional VAR gives good  results for investments but seems to be of poor quality concerning GDP and consumption.



For the VECM model, we used an autoregression lag length corresponding to the optimal lag provided by the HQ criterion calculated from the unrestricted VAR. Then we do some tests in order to find the number r of cointegrating relationships. In case of  ambiguity resulting from the �EMBED Equation.DSMT4��� test and �EMBED Equation.DSMT4��� test, we examined the differents models and retained the one which provided the best forecasts.



For the five-quarterly system, the results provided by the Juselius and Hansen (1995) program CATS which is used as a sub-routine within the RATS software are reported in table 3. For the critical values, we use the table 1 of Osterwald-Lenum (1992). These values have been evaluate on the hypothesis that there are linear trends in the levels of the data, and with a model which contain an overall intercept in his short-run part. With the �EMBED Equation.DSMT4��� statistic or the �EMBED Equation.DSMT4��� statistic, the hypothesis of tree cointegrating vectors is clearly accepted at the 95% significance level for the VECM while the value of r=2 must be accepted for the BVECM.



Table 3. Tests for the number of steady-state relations in the five-variable  system (�EMBED Equation.DSMT4���,�EMBED Equation.DSMT4���)

Ho��EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4������������VECM�������Eigenvalues  (one lag)�0.5937�0.3070�0.2372�0.1327�0.0062���EMBED Equation.DSMT4����136.62�63.66�33.96�12.03�0.50���EMBED Equation.DSMT4����72.96�29.70�21.93�11.53�0.50���������BVECM�������Eigenvalues  (four lags)�0.3891�0.3489�0.1875�0.0766�0.0307���EMBED Equation.DSMT4����96.75�58.32�24.85�8.65�2.43���EMBED Equation.DSMT4����38.43�33.47�16.20�6.22�2.43����������EMBED Equation.DSMT4��� critical values (5%)�68.52�47.21�29.68�15.41�3.76��                                (10%)�64.84�43.95�26.79�13.33�2.69���EMBED Equation.DSMT4��� critical values  (5%)�33.46�27.07�20.97�14.07�3.76��                                (10%)�30.90�24.73�18.60�12.07�2.69��



Table 5 shows the RMSE for historical forecasts of the five-variable sytem in differences  for the VAR I, VAR II, BVAR I, VECM, VECM II, BVECM, BVECMII, Aoki state espace models and table 5 bis shows the RMSE for out of sample forecasts of five-variable system in differences. The results are concerning, six forecasts steps 1, 2, 3, 4, 8, 12. In  the aim of finding the best method in this case we consider the table 5 bis. The obvious fact is the superiority of the VECM model with regard to the RMSE. One notices that contrary to table 4, the BVAR model I gives less good results than the VAR I and VAR II models but the RMSE of BVAR models are lower than the RMSE of BVECM models.

A comparaison between these fwo five-variables systems in level or in differences indicates that the VAR II appears as the best method over both short and larg term forecasts horizons. For forecast steps 1,2,3,4, the RSME of the VAR II model is the lowest in 14 of 20 cases. For the other forecast steps, that’s to say 8 and 12, the RMSE are lowest in 7 of 10 cases, second lowest in two cases

Here, it is noted worthy that the combination of BVAR and  VECM models does not lead to the best model. But the BVAR model is the second most accurate and, during the rame time, the RSME of the BEVCM model are very often the highest that’s seem to suggest that the erroe correction terms have not marginal values.



A part from Aoki method, the following table provides a filing classification  of methods which are, of course, based on the lowest RMSE.  



Table 4. Classification of the methods

Classification�VAR I�VAR II�BVAR�VECM�BVECM�VECM II�BVECM II��1�10 ,0�63,3�3,3�16,7�6,7�0,0�6,7��2�16 ,7�13,4�36,7�16,7�3,3�6,7�6,7��3�16 ,7�6,7�16,7�3,3�20,0�16,7�23,3��4�16 ,7�3,3�30,0�3,3�10,0�23,3�3,3��5�10 ,0�10,0�3,3�13,3�0,0�46,7�16,7��6�23 ,3�3,3�10,0�10,0�10,0�3,3�40,0��7�6 ,6�0,0�0,0�36,7�50,0�3,3�3,3���_____�_____�_____�_____�_____�_____�_____���100,0�100,0�100,0�100,0�100,0�100,0�100,0��

A quick look to this table shows the pre-eminence of the Var II model on the others. On the contrary, the forecast errors obtained from the BVECM model are the least good-in 50% of cases. One can equaaly note that the forecast errors of the traditional VAR are the least weak oin three cases out of 30 which places it on the third positions after the Var II and the VAR I models.







�Table 5. Root mean square forecast errors for historical forecasts of the five-variable system in level

forecast  steps�VAR/I�VAR/II�BVAR�Aoki state space�����GDP���1�0.0073�0.0074�0.0075���2�0.0103�0.0110�0.0107���3�0.0138�0.0149�0.0134���4�0.0166�0.0184�0.0154���8�0.0229�0.0309�0.0193���12�0.0311�0.0461�0.0274������Consumption���1�0.0077�0.0079�0.0072���2�0.0107�0.0116�0.0094���3�0.0146�0.0160�0.0115���4�0.0175�0.0204�0.0139���8�0.0281�0.0385�0.0215���12�0.0381�0.0567�0.0312������Investment���1�0.0138�0.0134�0.0123���2�0.0229�0.0224�0.0187���3�0.0320�0.0322�0.0255���4�0.0396�0.0409�0.0307���8�0.0608�0.0705�0.0425���12�0.0752�0.0977�0.0496������Exports���1�0.0196�0.0188�0.0186���2�0.0259�0.0216�0.0253���3�0.0303�0.0307�0.0294���4�0.0338�0.0340�0.0320���8�0.0416�0.0424�0.0406���12�0.0439�0.0458�0.0438������Imports���1�0.0266�0.0249�0.0242���2�0.0403�0.0384�0.0349���3�0.0499�0.0480�0.0413���4�0.0586�0.0577�0.0481���8�0.0725�0.0780�0.0578���12�0.0780�0.0916�0.0589���

Table 5 bis. Root mean square forecast errors for out of sample forecasts of the five-variable

 system in level

forecast steps�VAR/I�VAR/II�BVAR�Aoki state space�����GDP���1�0.0216�0.0070�0.0105���2�0.0369�0.0150�0.0209���3�0.0495�0.0232�0.0310���4�0.0614�0.0317�0.0409���8�0.1095�0.0644�0.0803���12�0.1527�0.0953�0.1146������Consumption���1�0.0150�0.0069�0.0098���2�0.0295�0.0125�0.0181���3�0.0432�0.0179�0.0262���4�0.0566�0.0246�0.0357���8�0.1085�0.0562�0.0779���12�0.1554�0.0928�0.1203������Investment���1�0.0131�0.0137�0.0134���2�0.0233�0.0266�0.0243���3�0.0328�0.0408�0.0354���4�0.422�0.0574�0.0456���8�0.0695�0.1178�0.0759���12�0.0727�0.1191�0.0815������Exports���1�0.0227�0.0217�0.0261���2�0.0359�0.0320�0.0427���3�0.0479�0.0412�0.0564���4�0.0591�0.0513�0.0683���8�0.0794�0.0922�0.0887���12�0.0598�0.0704�0.0824������Imports���1�0.0339�0.0228�0.0290���2�0.0559�0.0229�0.0454���3�0.0735�0.0459�0.0608���4�0.0855�0.0602�0.0711���8�0.0968�0.1106�0.0805���12�0.0622�0.0802�0.0621����Table 6. Root mean square forecast errors for historical forecasts of the five-variable system in differences

forecast steps�VAR/I�VAR/II�BVAR�VECM�BVECM�Aoki SS �����GDP�����1�0.0086�0.0079�0.0088�0.0070�0.0080���2�0.0092�0.0082�0.0091�0.0081�0.0091���3�0.0099�0.0095�0.0095�0.0081�0.0098���4�0.0102�0.0102�0.0097�0.0081�0.0103���8�0.0108�0.0091�0.0099�0.0083�0.0105���12�0.0111�0.0109�0.0102�0.0084�0.0105������Consumption�����1�0.0088�0.0081�0.0084�0.0075�0.0082���2�0.0086�0.0079�0.0079�0.0077�0.0082���3�0.0096�0.0088�0.0081�0.0077�0.0090���4�0.0099�0.0088�0.0086�0.0077�0.0095���8�0.0109�0.0094�0.0096�0.0079�0.0098���12�0.0109�0.0104�0.0101�0.0075�0.0112������Investment�����1�0.0131�0.0127�0.0130�0.0128�0.0127���2�0.0136�0.0135�0.0129�0.0134�0.0127���3�0.0140�0.0156�0.0139�0.0136�0.0137���4�0.0144�0.0153�0.0139�0.0137�0.0138���8�0.0151�0.0156�0.0142�0.0139�0.0144���12�0.0151�0.0155�0.0142�0.0138�0.0147������Exports�����1�0.0193�0.0198�0.0200�0.0188�0.0198����0.0207�0.0209�0.0205�0.0202�0.0207����0.0214�0.0221�0.0207�0.0206�0.0204���4�0.0212�0.0218�0.0198�0.0203�0.0205���8�0.0208�0.0211�0.0205�0.0198�0.0198���12�0.0202�0.0206�0.0197�0.0194�0.0203������Imports�����1�0.0256�0.0258�0.0265�0.0246�0.0242���2�0.0280�0.0279�0.0273�0.0269�0.0274���3�0.0280�0.0292�0.0274�0.0267�0.0277���4�0.0281�0.0298�0.0274�0.0270�0.0301���8�0.0285�0.0289�0.0279�0.0275�0.0310���12�0.0286�0.0289�0.0265�0.0273�0.0301���

Table 6 bis. Root mean square forecast errors for out of sample forecasts of the five-variable system in differences

forecast steps�VAR/I�VAR/II�BVAR�VECM�VECM/II�BVECM�BVECM/II�Aoki SS�����GDP�������1�0.0074�0.0045�0.0057�0.0249�0.0111�0.0154�0.0069���2�0.0122�0.0057�0.0081�0.0307�0.0154�0.0234�0.0102���3�0.0145�0.0066�0.0096�0.0307�0.0174�0.0283�0.0131���4�0.0159�0.0083�0.0108�0.0312�0.0191�0.0323�0.0161���8�0.0178�0.0088�0.0130�0.0335�0.0244�0.0418�0.0249���12�0.0158�0.0051�0.0123�0.0341�0.0292�0.0456�0.0331������Consumption�������1�0.0101�0.0062�0.0071�0.0174�0.0085�0.0064�0.0062���2�0.0130�0.0065�0.0079�0.0206�0.0112�0.0068�0.0065���3�0.0144�0.0059�0.0085�0.0209�0.0122�0.0069�0.0068���4�0.0158�0.0066�0.0096�0.0218�0.0132�0.0075�0.0082���8�0.0183�0.0074�0.0126�0.0235�0.0167�0.0068�0.0113���12�0.0179�0.0049�0.0139�0.0245�0.0205�0.0044�0.0097������Investment�������1�0.0163�0.0115�0.0131�0.0168�0.0139�0.0132�0.0125���2�0.0178�0.0122�0.0156�0.0146�0.0156�0.0155�0.0150���3�0.0182�0.0127�0.0177�0.0158�0.0172�0.0172�0.0175���4�0.0175�0.0137�0.0186�0.0169�0.0185�0.0175�0.0197���8�0.0155�0.0140�0.0173�0.0183�0.0204�0.0156�0.0220���12�0.0091�0.0100�0.0098�0.0184�0.0193�0.0101�0.0153������Exports�������1�0.0222�0.0226�0.0213�0.0212�0.0220�0.0254�0.0224���2�0.0208�0.0218�0.0207�0.0216�0.0212�0.0279�0.0240���3�0.0217�0.0212�0.0212�0.0208�0.0210�0.0295�0.0242���4�0.0221�0.0230�0.0217�0.0208�0.0217�0.0309�0.0257���8�0.0229�0.0233�0.0228�0.0217�0.0221�0.0341�0.0310���12�0.0186�0.0179�0.0185�0.0178�0.0179�0.0339�0.0302������Imports�������1�0.0211�0.0243�0.0257�0.0231�0.0233�0.0420�0.0274���2�0.0235�0.0211�0.0231�0.0223�0.0225�0.0586�0.0297���3�0.0240�0.0215�0.0241�0.0249�0.0257�0.0740�0.0397���4�0.0233�0.0220�0.0241�0.0272�0.0265�0.0872�0.0453���8�0.0234�0.0197�0.0215�0.0296�0.0283�0.1252�0.0819���12�0.0168�0.0185�0.0171�0.0319�0.0310�0.1535�0.1254����B. Results for the 9 variables system



We consider now the 9 variables system. Firstly and level, secondly in differences. One will try to see if, introducing some supplementary variables, the forecast accuracy in improving. 



Comparing VAR I and VAR II models, there is one more fundamental difference between the five-variable system in level and the five variable system in differences for investment, if we consider the two models, we observe that in the first case, the VAR model II is very bad while in the second one, it is the best. 



Now, we consider VAR I, VAR II and BVAR models. One fact must be noted. The VAR II model is the best among the three specifications. The VAR II errors are 1 maller in 31 of 56 cases, while  the BVAR model is the better in 37% of the cases. Adding variables doesn’t change the performance of the models. To reinforce this idea, one can see that, with regard to the variables GDP, consumption, Investments, exports and Imports, one have the same hierarchy of performance whether one considers the 5 variables system or the 9 variables system. But, one remarkable ffact is the VAR II model provides vest results in the same percentage, that is 60% in the two cases. If we concentrate our attention on what these models show, it is useful to notice that, the 9 variables system leads to better forecasts than  the 5 variables one system.

In average, the forecast accuracy is better in 32 cases out of 48 cases indicating improvement in forecast accury when adding variables.



For the system in difference, we have to estimate the number of cointegrating vectors and their elements. The results of Johansen procedure are given in table 7. One can observe that according to the �EMBED Equation.DSMT4��� statistic we find r=5 cointegrating vectors. However this number is higher than r=3 which is the result given by the �EMBED Equation.DSMT4��� statistic. After compared the RMSE provided by the associated VECM models, we choose r=3.  With the BVECM, these values become 7 for the  �EMBED Equation.DSMT4��� test and 4 for the �EMBED Equation.DSMT4��� test. Finally, in the same way we choose 4 relations.



Table 7. Tests for the number of steady-state relations in the nine-variable system (�EMBED Equation.DSMT4���,�EMBED Equation.DSMT4���,�EMBED Equation.DSMT4���)

Ho��EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4����������������VECM�����������Eigenvalues  (one lag)�0.8315�0.5847�0.4555�0.3587�0.2879�0.2542�0.1277�0.0436�0.0348���EMBED Equation.DSMT4����369.47�225.20�154.03�104.79�68.81�41.31�17.55�6.48�2.87���EMBED Equation.DSMT4����144.27�71.18�49.23�35.98�27.50�23.76�11.06�3.61�2.87�������������BVECM�����������Eigenvalues  (four lags)�0.6962�0.6002�0.5624�0.4221�0.2963�0.2450�0.2236�0.1225�0.0819���EMBED Equation.DSMT4����357.61�264.69�193.18�128.71�85.94�58.53�36.60�16.86�6.67���EMBED Equation.DSMT4����92.92�71.51�64.47�42.78�27.41�21.93�19.74�10.19�6.67��������������EMBED Equation.DSMT4��� critical values (5%)�192.89�156.00�124.24�94.15�68.52�47.21�29.68�15.41�3.76��                                (10%)�186.39�150.53�118.50�89.48�64.84�43.95�26.79�13.33�2.69���EMBED Equation.DSMT4��� critical values  (5%)�57.12�51.42�45.28�39.37�33.46�27.07�20.97�14.07�3.76��                                (10%)�53.98�48.33�42.32�36.76�30.90�24.73�18.60�12.07�2.69��



It is interesting to compare the VECM and BVECM models. For example, the BVECM I model errors are higher in 16 of 30 cases but with substantialy gaps. For example at step 12, the average percentage RMSE increases by more than 95%. If we compare table 3 bis and table 5 bis, we notice that the RMSE in table 5 bis are smaller 30 out of 30 cases. The  same remark can be made concerning the VAR I models for VAR II model, the errors are higher only in two  cases, indicating, mee more, improvement of using a variable sustem in differences.



Let us proceed as in the case of the 5 variables  system we obtain the following table.



Table 8. Classification of the methods for the nine-variable system

Classification�VAR I�VAR II�BVAR�VECM�VECM II�BVECM�BVECM II��1�16 ,7�46,3�25,9�2,0�13,0�1,8�0,0��2�14,8�13,0�25,9�7,4�14,8�7,4�0,0��3�33,3�18,5�25,9�0,0�0,0�3,7�11,1��4�16,7�13,0�14,8�11,1�16,7�5,6�25,9��5�11,1�19,2�5,5�22,2�22,2�16,7�11,1��6�7,4�0,0�2,0�9,2�29,6�9,3�51,9��7�0,0�0,0�0,0�48,1�3,7�55,5�0,0���_____�_____�_____�_____�_____�_____�_____���100,0�100,0�100,0�100,0�100,0�100,0�100,0��

We notice that on the 54 possible cases, the VAR II model is the one which gives the best results, since its RMSE are the lowest in 46,3% of cases. It is remarkable to notice that the VAR, SIM, VAR II and BVAR are never the worst methods. On the contrary, the BVECM are clearly of a less good quality since in 55,5 % of cases the BVECM have the highest RMSE and, concerning the BVECM II, there is no one cohich can place it at the first or second position. On notice, obviously, that the BVAR provide in average very good results since, referring to the first three lines of column 3, we can realize the RMSE are the lowest in 77% of cases. To appreciate the importance, the far-reaching import of the system size on the forecast precision we are going to build a table which will compare the five variables forecasts common to the two systems.



�Table 9. Root mean square forecast errors for historical forecasts of the

 9 variables system on level of the data

forecast

steps�

VAR/I�

VAR/II�

BVAR�Aoki 

state space�����GDP���1�0.0068�0.0065�0.0071���2�0.0092�0.0090�0.0099���3�0.0125�0.0121�0.0125���4�0.0151�0.0149�0.0145���8�0.0187�0.0224�0.0162���12�0.0243�0.0324�0.0198������Consumption���1�0.0069�0.0067�0.0069���2�0.0090�0.0092�0.0088���3�0.0120�0.0122�0.0110���4�0.0141�0.0151�0.0131���8�0.0206�0.0260�0.0176���12�0.0290�0.0388�0.0221������Investment���1�0.0113�0.0112�0.0108���2�0.0161�0.0163�0.0151���3�0.0209�0.0220�0.0198���4�0.0237�0.0259�0.0224���8�0.0298�0.0439�0.0296���12�0.0364�0.0614�0.0334������Exports���1�0.0182�0.0177�0.0175���2�0.0223�0.0226�0.0214���3�0.0231�0.0249�0.0224���4�0.0241�0.0269�0.0238���8�0.0298�0.0316�0.0294���12�0.0336�0.0337�0.0325������Imports���1�0.0226�0.0218�0.0206���2�0.0296�0.0289�0.0258���3�0.0321�0.0317�0.0282���4�0.0336�0.0347�0.0309���8�0.0418�0.0512�0.0423���12�0.0475�0.0619�0.0425������Unemploym.���1�0.0065�0.0058�0.0056���2�0.0109�0.0099�0.0089���3�0.0161�0.0150�0.0128���4�0.0205�0.0193�0.0159���8�0.0351�0.0332�0.0258���12�0.0430�0.0403�0.0322������Price���1�0.0043�0.0041�0.0041���2�0.0072�0.0074�0.0069���3�0.0100�0.0108�0.0095���4�0.0128�0.0142�0.0117���8�0.0229�0.0277�0.0186���12�0.0343�0.0425�0.0243������Money���1�0.0087�0.0085�0.0079���2�0.0095�0.0094�0.0081���3�0.0091�0.0098�0.0077���4�0.0089�0.0106�0.0079���8�0.0096�0.0145�0.0089���12�0.0114�0.0184�0.0105������Interesr rate���1�0.0990�0.0832�0.0894���2�0.0990�0.1288�0.1342���3�0.1447�0.1510�0.1499���4�0.1781�0.1698�0.1577���8�0.2142�0.2070�0.1730���12�0.2416�0.2262�0.1943���

�Table 9 bis.  Root mean square forecast errors for out-of-sample forecasts of the

 9 variables system on level of the data

forecast

steps�

VAR/I�

VAR/II�

BVAR�Aoki 

state space�����GDP���1�0.0103�0.0055�0.0069���2�0.0172�0.0113�0.0139���3�0.0239�0.0182�0.0209���4�0.0318�0.0261�0.0284���8�0.0694�0.0524�0.0581���12�0.1069�0.0457�0.0838������Consumption���1�0.0110�0.0064�0.0065���2�0.0148�0.0105�0.0107���3�0.0176�0.0146�0.0146���4 �0.0227�0.0205�0.0199���8 �0.0598�0.0410�0.0445���12�0.1053�0.0355�0.0736������Investment���1�0.0285�0.0119�0.0221���2�0.0431�0.0215�0.0408���3�0.0539�0.0320�0.0587���4 �0.0608�0.0444�0.0718���8 �0.0811�0.1002�0.1040���12�0.0813�0.1325�0.1207������Exports���1�0.0202�0.0215�0.0206���2�0.0353�0.0299�0.0308���3�0.0515�0.0361�0.0395���4 �0.0650�0.0413�0.0479���8 �0.0805�0.0701�0.0681���12�0.0714�0.0655�0.0599������Imports���1�0.0174�0.0205�0.0178���2�0.0305�0.0192�0.0173���3�0.0441�0.0301�0.0238���4 �0.0533�0.0392�0.0283���8 �0.0621�0.0737�0.0434���12�0.0450�0.0601�0.0275������unemploym.���1�0.0254�0.0064�0.0097���2�0.0357�0.0136�0.0182���3�0.0370�0.0207�0.0247���4 �0.0354�0.0282�0.0300���8 �0.0303�0.0562�0.0298���12�0.0444�0.0493�0.0230������Price���1�0.0057�0.0037�0.0036���2�0.0107�0.0073�0.0068���3�0.0158�0.0108�0.0099���4 �0.0206�0.0142�0.0130���8 �0.0494�0.0241�0.0275���12�0.0923�0.0295�0.0482������M1���1�0.0307�0.0166�0.0211���2�0.0473�0.0221�0.0295���3�0.0565�0.0252�0.0341���4 �0.0629�0.0304�0.0393���8 �0.0704�0.0559�0.0516���12�0.0638�0.0625�0.0499������Interest rate���1�0.2210�0.1327�0.1304���2�0.2965�0.1971�0.1928���3�0.3231�0.2543�0.2409���4 �0.03269�0.2688�0.2716���8 �0.4516�0.3085�0.3417���12�0.6902�0.3109�0.4610���

�Table 10. Root mean square forecast errors for historical forecasts of the nine-variable system in differeces

forecast

steps�

VAR/I�

VAR/II�

BVAR�VECM/I

VECM/II�BVECM/I

BVECM/II�Aoki 

state space�����GDP�����1�0.0084�0.0079�0.0085�0.0069�0.0065���2�0.0089�0.0082�0.0088�0.0085�0.0082���3�0.0094�0.0095�0.0093�0.0082�0.0089���4�0.0096�0.0099�0.0096�0.0084�0.0091���8�0.0100�0.0093�0.0099�0.0083�0.0100���12�0.0109�0.0108�0.0106�0.0084�0.0106������Consumption�����1�0.0078�0.0078�0.0079�0.0070�0.0077���2�0.0081�0.0077�0.0077�0.0076�0.0079���3�0.0085�0.0085�0.0081�0.0076�0.0083���4�0.0088�0.0086�0.0086�0.0076�0.0086���8�0.0099�0.0090�0.0093�0.0076�0.0084���12�0.0105�0.0101�0.0103�0.0072�0.0082������Investment�����1�0.0127�0.0112�0.0122�0.0114�0.0110���2�0.0126�0.0116�0.0118�0.0124�0.0112���3�0.0131�0.0141�0.0130�0.0127�0.0122���4�0.0133�0.0136�0.0129�0.0126�0.0115���8�0.0143�0.0153�0.0141�0.0125�0.0117���12�0.0145�0.0154�0.0141�0.0127�0.0118������Exports�����1�0.0189�0.0192�0.0198�0.0183�0.0193���2�0.0205�0.0200�0.0201�0.0193�0.0203���3�0.0209�0.0205�0.0198�0.0197�0.0198���4�0.0208�0.0208�0.0203�0.0197�0.0201���8�0.0207�0.0212�0.0200�0.0192�0.0195���12�0.0201�0.0208�0.0204�0.0187�0.0198������Imports�����1�0.0248�0.0238�0.0253�0.0236�0.0203���2�0.0277�0.0252�0.0259�0.0267�0.0249���3�0.0275�0.0274�0.0267�0.0268�0.0259���4�0.0274�0.0273�0.0269�0.0267�0.0257���8�0.0286�0.0289�0.0285�0.0268�0.0252���12�0.0283�0.0292�0.0277�0.0270�0.0252������Unemploym.�����1�0.0064�0.0057�0.0062�0.0057�0.0058���2�0.0068�0.0061�0.0062�0.0068�0.0060���3�0.0077�0.0072�0.0068�0.0072�0.0068���4�0.0078�0.0072�0.0068�0.0073�0.0068���8�0.0076�0.0078�0.0076�0.0071�0.0077���12�0.0078�0.0086�0.0079�0.0069�0.0080������Price�����1�0.0045�0.0042�0.0044�0.0039�0.0042���2�0.0056�0.0053�0.0053�0.0047�0.0053���3�0.0062�0.0061�0.0059�0.0048�0.0058���4�0.0064�0.0063�0.0062�0.0049�0.0061���8�0.0079�0.0072�0.0077�0.0049�0.0070���12�0.0092�0.0080�0.0088�0.0049�0.0077������M1�����1�0.0088�0.0087�0.0084�0.0084�0.0082���2�0.0098�0.0094�0.0091�0.0095�0.0090���3�0.0099�0.0099�0.0093�0.0097�0.0095���4�0.0098�0.0099�0.0096�0.0098�0.0097���8�0.0097�0.0100�0.0099�0.0098�0.0100���12�0.0099�0.0102�0.0099�0.0100�0.0101������Interest rate�����1�0.0986�0.0932�0.0979�0.0834�0.0087���2�0.1167�0.1095�0.1128�0.1041�0.1029���3�0.1212�0.1150�0.1154�0.1116�0.1080���4�0.1198�0.1148�0.1170�0.1102�0.1087���8�0.1209�0.1207�0.1096�0.1087�0.1102���12�0.1065�0.1068�0.1036�0.0962�0.1154���

�Table 10 bis. Root mean square forecast errors for out-of-sample forecasts of the 9 variables system on differeced data

forecast

steps�

VAR/I�

VAR/II�

BVAR�

VECM�

VECM/II�

BVECM�

BVECM/II�Aoki 

state space�����GDP�������1�0.0065�0.0048�0.0057�0.0171�0.0077�0.0174�0.0087���2�0.0094�0.0058�0.0080�0.0245�0.0105�0.0242�0.0119���3�0.0109�0.0066�0.0094�0.0221�0.0114�0.0283�0.0150���4�0.0119�0.0080�0.0105�0.0220�0.0129�0.0318�0.0181���8�0.0141�0.0090�0.0126�0.0226�0.0164�0.0413�0.0299���12�0.0133�0.0073�0.0119�0.0207�0.0137�0.0469�0.0420������Consumption�������1�0.0079�0.0060�0.0071�0.0133�0.0082�0.0068�0.0066���2�0.0085�0.0058�0.0077�0.0090�0.0078�0.0078�0.0072���3�0.0096�0.0063�0.0083�0.0108�0.0094�0.0087�0.0082���4�0.0105�0.0067�0.0093�0.0110�0.0104�0.0098�0.0099���8�0.0135�0.0078�0.0119�0.0125�0.0144�0.0113�0.0140���12�0.0147�0.0058�0.0133�0.0143�0.0162�0.0116�0.0131������Investment�������1�0.0170�0.0118�0.0133�0.0209�0.0122�0.0282�0.0155���2�0.0196�0.0124�0.0163�0.0223�0.0144�0.0361�0.0193���3�0.0203�0.0123�0.0187�0.0219�0.0149�0.0426�0.0235���4�0.0202�0.0132�0.0198�0.0222�0.0164�0.0470�0.0276���8�0.0179�0.0144�0.0188�0.0218�0.0165�0.0578�0.0402���12�0.0098�0.0101�0.0103�0.0200�0.0124�0.0631�0.0554������Exports�������1�0.0226�0.0227�0.0215�0.0276�0.0232�0.0216�0.0228���2�0.0217�0.0217�0.0209�0.0211�0.0211�0.0234�0.0232���3�0.0221�0.0224�0.0216�0.0208�0.0197�0.0247�0.0234���4�0.0224�0.0231�0.0221�0.0209�0.0202�0.0256�0.0245���8�0.0236�0.0240�0.0236�0.0214�0.0203�0.0290�0.0262���12�0.0192�0.0184�0.0193�0.0163�0.0147�0.0285�0.0273������Imports�������1�0.0223�0.0260�0.0266�0.0213�0.0215�0.0547�0.0333���2�0.0249�0.0219�0.0245�0.0325�0.0210�0.0739�0.0399���3�0.0259�0.0220�0.0257�0.0326�0.0225�0.0812�0.0464���4�0.0259�0.0218�0.0264�0.0333�0.0226�0.0915�0.0538���8�0.0230�0.0198�0.0239�0.0333�0.0194�0.1143�0.0831���12�0.0176�0.0189�0.0182�0.0343�0.0198�0.1272�0.1171������Unemploym.�������1�0.0048�0.0051�0.0048�0.0224�0.0075�0.0086�0.0060���2�0.0057�0.0062�0.0048�0.0346�0.0109�0.0112�0.0081���3�0.0066�0.0054�0.0062�0.0366�0.0131�0.0130�0.0095���4�0.0064�0.0050�0.0059�0.0381�0.0157�0.0144�0.0105���8�0.0082�0.0066�0.0079�0.0429�0.0276�0.0189�0.0171���12�0.0079�0.0067�0.0081�0.0473�0.0413�0.0236�0.0231������Price�������1�0.0033�0.0038�0.0032�0.0059�0.0037�0.0038�0.0034���2�0.0036�0.0038�0.0031�0.0069�0.0045�0.0043�0.0034���3�0.0034�0.0034�0.0028�0.0086�0.0053�0.0043�0.0035���4�0.0035�0.0027�0.0026�0.0094�0.0061�0.0041�0.0034���8�0.0068�0.0037�0.0049�0.0109�0.0092�0.0038�0.0050���12�0.0068�0.0027�0.0082�0.0131�0.0121�0.0047�0.0039������M1�������1�0.0152�0.0155�0.0136�0.0225�0.0173�0.0135�0.0144���2�0.0157�0.0160�0.0144�0.0246�0.0165�0.0152�0.0155���3�0.0156�0.0162�0.0155�0.0229�0.0164�0.0166�0.0161���4�0.0160�0.0164�0.0158�0.0231�0.0173�0.0174�0.0168���8�0.0165�0.0184�0.0165�0.0251�0.0204�0.0189�0.0186���12�0.0198�0.0213�0.0197�0.0289�0.0262�0.0228�0.0229������Interest rate�������1�0.1281�0.1426�0.1408�0.1269�0.1432�0.2167�0.1581���2�0.1191�0.1291�0.1208�0.1401�0.1491�0.2923�0.1703���3�0.1259�0.1336�0.1287�0.1424�0.1548�0.3266�0.1939���4�0.1299�0.1321�0.1299�0.1541�0.1613�0.3594�0.2187���8�0.1451�0.1472�0.1499�0.1631�0.1962�0.4841�0.3799���12�0.1367�0.1381�0.1414�0.1606�0.1855�0.5893�0.5441���







�3.2 Compared performances of the monthly models



A. Results for the four-variable system



We applied the same strategy for the mensual data. We retained the period 1980:1-1990:12 for estimation of the coefficients and the period 1991:1-1995:12 for out-of-sample forecasts.



Among the three methods, the one which gives the least good results is the VAR I model. However at average term, it provides good results for IPI and consumption VAR II model proves to be better than VAR I in 20 cases out of 28, which clearly denotes the VAR II superiority upon the VAR I. It is remarkable to notice that the BVAR provides better forecasts in 50% cases. This result is all the more striking as, if we except the variable IPI on 21 possible cases, the BVAR model will never prove to be the least good.

Let us note that the forecasts carried out in sample do not allow us to determine the best method, since, if we lean on the RMSE for historical forecasts of the four variables, we would tend to believe that the VAR is better whereas it gives the least correct results only 16 cases out of 28.





�Table 11. Root mean square forecast errors for historical forecasts of the four-variable 

system in level

forecast  steps�VAR/I�VAR/II�BVAR�Aoki state space�����IPI���1�0.0024�0.0254�0.0708���2�0.0252�0.0262�0.0715���3�0.0267�0.0276�0.0725���4�0.0271�0.0280�0.0733���12�0.0313�0.0333�0.0766���18�0.0425�0.0479�0.1077���24�0.0437�0.0514�0.1063������Consumption���1�0.0168�0.0176�0.0199���2�0.0179�0.0187�0.0214���3�0.0186�0.0194�0.0218���4�0.0201�0.0213�0.0239���12�0.0321�0.0399�0.0387���18�0.0389�0.0556�0.0484���24�0.0436�0.0711�0.0557������Imports���1�0.0488�0.0579�0.0881���2�0.0521�0.0639�0.0955���3�0.0544�0.0736�0.0981���4�0.0562�0.0755�0.0980���12�0.0627�0.1140�0.1060���18�0.0664�0.1100�0.1078���24�0.0683�0.1111�0.1110������Exports���1�0.0521�0.0542�0.0916���2�0.0574�0.0590�0.0947���3�0.0664�0.0609�0.1047���4�0.0694�0.0630�0.1049���12�0.1001�0.0770�0.1152���18�0.0872�0.0817�0.1176���24�0.0805�0.0813�0.1254���



Table 11 bis. Root mean square forecast errors for out of sample forecasts of the four-variable

 system in level

forecast  steps�VAR/I�VAR/II�BVAR�Aoki state space�����IPI���1�0.0356�0.0307�0.0580���2�0.0355�0.0325�0.0578���3�0.0379�0.0357�0.0592���4�0.0378�0.0366�0.0604���12�0.0409�0.0444�0.0638���18�0.0554�0.0643�0.0927���24�0.0475�0.0558�0.0826������Consumption���1�0.0267�0.0247�0.0231���2�0.0279�0.0257�0.0233���3�0.0265�0.0263�0.0231���4�0.0289�0.0301�0.0251���12�0.0472�0.0537�0.0328���18�0.0592�0.0631�0.0330���24�0.0580�0.0681�0.0289������Exports���1�0.1350�0.0773�0.0841���2�0.1853�0.0933�0.0850���3�0.2008�0.1019�0.0968���4�0.2069�0.1070�0.0993���12�0.2530�0.1611�0.1194���18�0.2351�0.1412�0.1213���24�0.1824�0.1209�0.1286������Imports���1�0.0950�0.0617�0.0291���2�0.1133�0.0713�0.0984���3�0.1369�0.0818�0.1038���4�0.1463�0.0868�0.1064���12�0.1868�0.1144�0.1203���18�0.1425�0.1281�0.0950���24�0.0950�0.1192�0.1077���



�

A2. Results for the data on difference



If we lean on seasonal unit roots test, we are led to calculate the forecasts with VAR specifications which include eleven seasonal dummies. 



For the VECM, we choose a specification with 2 lags and found 2 cointegrating vectors. Here the choice of the lag is important because with one lag, the hypothesis of 3 cointegrating vectors cannot be rejected and the model is less performing for forecasting.



Table 10. Tests for the number of steady-state relations in the four-variable monthly system �EMBED Equation.DSMT4���

Ho��EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����������VECM������Eigenvalues  (two lags)�0.3708�0.2362�0.0914�0.0056���EMBED Equation.DSMT4����116.78�51.91�14.19�0.78���EMBED Equation.DSMT4����64.87�37.72�13.41�0.78��������BVECM������Eigenvalues  (twelve lags)�0.3216�0.1540�0.0714�0.0026���EMBED Equation.DSMT4����82.14�31.71�9.97�0.34���EMBED Equation.DSMT4����50.43�21.74�9.63�0.34���������EMBED Equation.DSMT4��� critical values  (5%)�47.21�29.68�15.41�3.76��                                     (10%)�43.95�26.79�13.33�2.69���EMBED Equation.DSMT4��� critical values   (5%)�27.07�20.97�14.07�3.76��                                     (10%)�24.73�18.60�12.07�2.69��



One of the more stiking results is that, for the variables, IPI and imports, the VAR II model provides the lowest RMSE in 100% cases. For the variable "export", they are the best in 5/7 cases. On the contrary the BVECM I and BVECM II lead to neatly less good forecasts than the other methods.

For both of them, concerning the 28 cases analyzed, apart from the variable consumption foreseen at the horizons 18 and 24, they are classified either in the last position or in the last but one in 18 cases. All this represents a 64% percentate, which is enormous. On can equally note the BVAR very good performance, for, though it provides the best results in 5 cases only, is positioned at the heading trio 25 times out of 28. One must note that the VCM I model never provides the smallest RMSE. But the VECM models are of a far better quality than the BVECM.





�Table 11. Root mean square forecast errors for historical forecasts of the four-variable system on data on differences

forecast  steps�

VAR/I�

VAR/II�

BVAR�VECM/I

VECM/II�BVECM/I

BVECM/II�Aoki state 

space������IPI����1�0.0262�0.0319�0.0255�0.0251�0.0748���2�0.0342�0.0362�0.0317�0.0504�0.1098���3�0.0344�0.0368�0.0318�0.0579�0.1075���4�0.0352�0.0365�0.0327�0.0583�0.1092���12�0.0403�0.0398�0.0381�0.0680�0.1112���18�0.0421�0.0597�0.0406�0.0719�0.1534���24�0.0420�0.0618�0.0411�0.0694�0.1495�������Consumption����1�0.0241�0.4536�0.0245�0.0190�0.0204���2�0.0293�0.5520�0.0285�0.0251�0.0231���3�0.0309�0.0214�0.0298�0.0261�0.0240���4�0.0313�0.0219�0.0296�0.0263�0.0244���12�0.0317�0.0230�0.0296�0.0268�0.0247���18�0.0304�0.0230�0.0291�0.0269�0.0243���24�0.0301�0.0228�0.0296�0.0269�0.0238�������Exports����1�0.0821�0.0565�0.0721�0.0769�0.0862���2�0.0890�0.0566�0.0773�0.2159�0.1219���3�0.0909�0.0594�0.0783�0.2126�0.1223���4�0.0922�0.0606�0.0792�0.2069�0.1194���12�0.0920�0.0761�0.0911�0.2061�0.1225���18�0.0933�0.0748�0.0934�0.2108�0.1218���24�0.0949�0.0766�0.0939�0.2052�0.1221�������Imports����1�0.0758�0.0579�0.0717�0.0717�0.0938���2�0.0870�0.0606�0.0786�0.1133�0.1064���3�0.0915�0.0617�0.0804�0.1204�0.1075���4�0.0929�0.0620�0.0817�0.1307�0.1095���12�0.0952�0.0711�0.0920�0.1347�0.1281���18�0.0933�0.0744�0.0910�0.1356�0.1324���24�0.0944�0.0759�0.0932�0.1333�0.1415���



Table 11 bis. Root mean square forecast errors for out of sample forecasts of the 4 variables system for data on differences

forecast  steps�

VAR/I�

VAR/II�

BVAR�

VECM/I�

VECM/II�

BVECM/I�

BVECM/II�Aoki state

space������IPI������1�0.0362�0.0261�0.0324�0.0337�0.0317�0.0821�0.0688���2�0.0408�0.0285�0.0359�0.0505�0.0479�0.0999�0.0839���3�0.0397�0.0296�0.0361�0.0581�0.0565�0.0950�0.0801���4�0.0395�0.0307�0.0361�0.0584�0.0582�0.0946�0.0820���12�0.0448�0.0276�0.0419�0.0701�0.0687�0.1009�0.0784���18�0.0486�0.0371�0.0476�0.0766�0.0781�0.1271�0.1213���24�0.0511�0.0324�0.0501�0.0764�0.0765�0.1254�0.1105�������Consumption������1�0.0239�0.0255�0.0235�0.0245�0.0237�0.0264�0.0259���2�0.0279�0.0307�0.0272�0.0287�0.0275�0.0293�0.0294���3�0.0285�0.0308�0.0282�0.0294�0.0280�0.0297�0.0296���4�0.0297�0.0296�0.0287�0.0302�0.0289�0.0285�0.0286���12�0.0258�0.0298�0.0255�0.0339�0.0337�0.0292�0.0294���18�0.0269�0.0277�0.0272�0.0306�0.0293�0.0256�0.0256���24�0.0296�0.0268�0.0299�0.0291�0.0279�0.0246�0.0246�������Exports������1�0.0890�0.0752�0.0768�0.1131�0.0889�0.1082�0.0960���2�0.1015�0.0791�0.0823�0.2156�0.1736�0.1456�0.1241���3�0.1015�0.0827�0.0815�0.2221�0.1753�0.1573�0.1313���4�0.1014�0.0822�0.0806�0.2121�0.1703�0.1564�0.1288���12�0.1041�0.0835�0.0985�0.2043�0.1661�0.1553�0.1399���18�0.1047�0.0716�0.1018�0.2207�0.1889�0.1589�0.1460���24�0.1106�0.0651�0.1089�0.2174�0.1932�0.1722�0.1633�������Imports������1�0.0869�0.0659�0.0840�0.0784�0.0807�0.1048�0.1033���2�0.0970�0.0603�0.0932�0.0981�0.1140�0.1109�0.1078���3�0.1069�0.0585�0.0977�0.1034�0.1174�0.1188�0.1136���4�0.1125�0.0581�0.0989�0.0980�0.1078�0.1158�0.1121���12�0.1136�0.0607�0.1098�0.1024�0.1128�0.1270�0.1252���18�0.0947�0.0708�0.0927�0.0923�0.0944�0.1057�0.1018���24�0.0961�0.0726�0.0952�0.1006�0.1036�0.1146�0.1113���

�B. Results for the eight-variable system



With a optimal lag value equal to 12, the SIMS VAR gathers 108 regressors in each equation. We noted that the t-statistics of the dummies are very good. However, the estimated models without these dummies led to worst forecasts. For the BVAR, the significativity of the dummies is better.



For the data in differences, results provide by the cointegration tests suggest that five long-run relationships must be taking into account for describe the short-run movements of each variable. This value become 7 if we add priors in the model. For the estimation, the VECM is a model of 25 regressors in each equation whereas the BVECM with r=7 and 12 lags is a model of 115 regressors.



Table 12 : Tests for the number of steady-state relations in the eight-variable system (�EMBED Equation.DSMT4���,�EMBED Equation.DSMT4���,�EMBED Equation.DSMT4���)

Ho��EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4�����EMBED Equation.DSMT4���������������VECM����������Eigenvalues  (one lag)�0.7958�0.5425�0.4037�0.3567�0.2243�0.0866�0.0353�0.0205���EMBED Equation.DSMT4����525.91�301.92�191.66�118.76�56.57�20.76�7.98�2.92���EMBED Equation.DSMT4����223.99�110.27�72.90�62.19�35.81�12.77�5.07�2.92������������BVECM����������Eigenvalues  (twelve lags)�0.8650�0.7189�0.5970�0.5205�0.4252�0.2271�0.1228�0.0041���EMBED Equation.DSMT4����762.06�501.73�336.75�218.60�123.05�51.07�17.58�0.54���EMBED Equation.DSMT4����260.33�164.98�118.15�95.55�71.98�33.49�17.04�0.54�������������EMBED Equation.DSMT4��� critical values (5%)�156.00�124.24�94.15�68.52�47.21�29.68�15.41�3.76��                                (10%)�150.53�118.50�89.48�64.84�43.95�26.79�13.33�2.69���EMBED Equation.DSMT4��� critical values  (5%)�51.42�45.28�39.37�33.46�27.07�20.97�14.07�3.76��                                (10%)�48.33�42.32�36.76�30.90�24.73�18.60�12.07�2.69��



The best results come undoubtedly from the BVAR which in 44 cases out of 56, gives  the lowest RMSE. The variable IPI  seems to be better forecast by the VAR I which qas already the case in the 4 variable system.

For the system in differnces, one can note the good performances of all the models when the variable "price" is concerned. This very good result can equally be observed on 9 variable model in difference.



If we proceed to a classification of these methods, in lying on the most feble RMSE, we get, on the 56 possible cases, in percentage :



Table 13. Classification of the methods for the eight-variable system

Classification�VAR I�VAR II�BVAR I�VECM I�VECM II�BVECM I�BVECM II��1�0�42,86�39,71�0,00�0,00�3,57�16,07��2�0�30,36�42,86�3,68�13,50�14,28�5,36��3�5,35�3,57�3,57�5,47�36,71�14,28�23,21��4�0�12,5�5,36�26,88�21,42�8,93�23,21��5�7,14�5,35�3,57�17,95�17,07�25,00�16,07��6�16,07�5,35�8,93�23,01�11,30�23,20�5,36��7�71,44�0,00�0�23,01�0,00�10,74�10,72������_____�_____�_____�_____������100,00�100,00�89,286�0,00��



As in most of the cases we analyzed, we realize that the VAR II model is at the head of the classification  in 42,86% cases. The forecast obtained from this model is never the least good, whatever the forecast horizon. Let us note, by the way, the very good quality of the forecasts provided by the BVAR I. As for the VECM, their results are mitigated.

If neither of them allows to have better forecasts, the VCM II is neatly better than the VCEM I. Let us add that the less trustful model is the VAR I which, in 71% cases, leads to the least good results.



Table 15 allows us to see that if we consider the variables IPI, C, E and M in both models of 4 and 8 variables, some of them are best forecast when adding  the 4 supplementary variables, but in most cases, the forecasting quality is less good (65,31%).  As a comparaison, one can see that in table 19, consumption is better forecast in the VAR model, whereas it is the contrary in table 20. We end by adding that we can’t say, a-priori, if the variables are better forecast when the data periodicity varies. 

	



�Table 14. Root mean square forecast errors for historical forecasts

of the eight-variable system on data in levels

forecast  steps�

VAR/I�

VAR/II�

BVAR�Aoki state 

space�����IPI���1�0.0106�0.0165�0.0719���2�0.0114�0.0189�0.0728���3�0.0139�0.0187�0.0752���4�0.0148�0.0205�0.0760���12�0.0205�0.0363�0.0800���18�0.0261�0.0369�0.1099���24�0.0270�0.0412�0.1067������Consumption���1�0.0099�0.0201�0.0187���2�0.0112�0.0210�0.0194���3�0.0119�0.0118�0.0195���4�0.0117�0.0199�0.0207���12�0.0145�0.0209�0.0280���18�0.0160�0.0252�0.0317���24�0.0154�0.0345�0.0318������Exports���1�0.0265�0.0390�0.0827���2�0.0270�0.0389�0.0861���3�0.0316�0.0427�0.0875���4�0.0327�0.0467�0.0883���12�0.0394�0.0729�0.0997���18�0.0435�0.0735�0.1040���24�0.0466�0.0632�0.1079������Imports���1�0.0272�0.0469�0.0850���2�0.0285�0.0513�0.0849���3�0.0309�0.0461�0.0895���4�0.0332�0.0424�0.0906���12�0.0413�0.0725�0.0986���18�0.0392�0.0753�0.0992���24�0.0432�0.0829�0.1045������Unemploym.���1�0.0022�0.0072�0.0045���2�0.0034�0.0141�0.0069���3�0.0049�0.0221�0.0091���4�0.0060�0.0295�0.0111���12�0.0106�0.0676�0.0231���18�0.0106�0.0654�0.0275���24�0.0107�0.0559�0.0284������Price���1�0.0007�0.0011�0.0016���2�0.0009�0.0020�0.0027���3�0.0010�0.0029�0.0034���4�0.0011�0.0036�0.0041���12�0.0028�0.0077�0.0057���18�0.0027�0.0126�0.0056���24�0.0032�0.0137�0.0062������Money���1�0.0049�0.0135�0.0100���2�0.0063�0.0195�0.0107���3�0.0072�0.0245�0.0108���4�0.0075�0.0312�0.0121���12�0.0099�0.0527�0.0158���18�0.0110�0.0536�0.0173���24�0.0121�0.0530�0.0175������Interest rate���1�0.0196�0.0314�0.0386���2�0.0305�0.0465�0.0560���3�0.0335�0.0514�0.0625���4�0.0329�0.0544�0.0653���12�0.0307�0.0485�0.0665���18�0.0354�0.0853�0.0731���24�0.0369�0.1678����



�Table 14 bis. Root mean square forecast errors for out of sample forecasts

of the eight-variable system for data in levels

forecast  steps�

VAR/I�

VAR/II�

BVAR�Aoki state

space�����IPI���1�0.0642�0.0271�0.1302���2�0.0645�0.0277�0.1452���3�0.0669�0.0280�0.1301���4�0.0659�0.0284�0.1230���12�0.0665�0.0430�0.0935���18�0.0795�0.0640�0.1186���24�0.0782�0.0746�0.1084������Consumption���1�0.0541�0.0247�0.0341���2�0.0509�0.0254�0.0439���3�0.0504�0.0252�0.0466���4�0.0507�0.0262�0.0516���12�0.0857�0.0556�0.0775���18�0.0893�0.0720�0.0821���24�0.0921�0.0828�0.0807������Exports���1�0.1532�0.0788�0.1152���2�0.1511�0.0948�0.1273���3�0.1432�0.0908�0.1249���4�0.1716�0.0880�0.1142���12�0.1570�0.1284�0.1010���18�0.1531�0.1187�0.1069���24�0.1552�0.1221�0.1280������Imports���1�0.1184�0.0672�0.1023���2�0.1298�0.0706�0.1161���3�0.1480�0.0720�0.1170���4�0.1655�0.0760�0.1196���12�0.2366�0.0716�0.1240���18�0.2113�0.0912�0.0949���24�0.1977�0.1052�0.1025������Unemploym.���1�0.0150�0.0069�0.0079���2�0.0271�0.0135�0.0157���3�0.0381�0.0199�0.0233���4�0.0503�0.0271�0.0311���12�0.1058�0.0744�0.0903���18�0.1435�0.1000�0.1136���24�0.1656�0.1057�0.1143������Price���1�0.0041�0.0022�0.0023���2�0.0074�0.004�0.0044���3�0.0102�0.0045�0.0062���4�0.0118�0.0051�0.0078���12�0.0155�0.0062�0.0222���18�0.0162�0.0093�0.0314���24�0.0229�0.0131�0.0378������Money���1�0.0272�0.0162�0.0146���2�0.0324�0.0179�0.0159���3�0.0341�0.0190�0.0171���4�0.0347�0.0212�0.0196���12�0.0447�0.0360�0.0361���18�0.0650�0.0413�0.0419���24�0.0826�0.0394�0.0428������Interest rate���1�0.1521�0.1134�0.1037���2�0.2384�0.1835�0.1548���3�0.2765�0.2196�0.1727���4�0.2874�0.2400�0.1828���12�0.3520�0.3296�0.1825���18�0.4678�0.4141�0.1822���24�0.6098�0.4599�0.2178���

�Table 15. Root mean square forecast errors for historical forecasts of the eight-variable system on data on differences

forecast  steps�

VAR/I�

VAR/II�

BVAR�VECM/I

VECM/II�BVECM/I

BVECM/II�Aoki state 

space������IPI����1�0.0091�0.0200�0.0239�0.0265�0.0227���2�0.0139�0.0232�0.0312�0.1294�0.0759���3�0.0153�0.0243�0.0316�0.1346�0.0831���4�0.0163�0.0253�0.0324�0.1405�0.0857���12�0.0258�0.0306�0.0379�0.1384�0.0960���18�0.0292�0.0412�0.0407�0.1412�0.1061���24�0.0309�0.0426�0.0411�0.1369�0.1038�������Consumption����1�0.0090�0.0134�0.0185�0.0197�0.0175���2�0.0112�0.0150�0.0208�0.0297�0.0479���3�0.0117�0.0155�0.0217�0.0403�0.0505���4�0.0112�0.0160�0.0224�0.0409�0.0518���12�0.0131�0.0182�0.0231�0.0395�0.0514���18�0.0146�0.0194�0.0225�0.0402�0.0507���24�0.0161�0.0196�0.0225�0.0389�0.0492�������Exports����1�0.0227�0.0491�0.0705�0.0727�0.0597���2�0.0290�0.0497�0.0759�0.1099�0.1151���3�0.0324�0.0514�0.0775�0.1146�0.1229���4�0.0334�0.0516�0.0784�0.1146�0.1219���12�0.0463�0.0623�0.0908�0.1161�0.1287���18�0.0523�0.0662�0.0933�0.1161�0.1312���24�0.0594�0.0709�0.0940�0.1170�0.1303�������Imports����1�0.0231�0.0425�0.07074�0.0695�0.0579���2�0.0291�0.0417�0.0777�0.1800�0.1508���3�0.0299�0.0434�0.0799�0.1905�0.1531���4�0.0352�0.0464�0.0816�0.1849�0.1512���12�0.0425�0.0622�0.0919�0.1842�0.1574���18�0.0421�0.0658�0.0901�0.1831�0.1564���24�0.0528�0.0693�0.0932�0.1827�0.1575�������Unemploym.����1�0.0022�0.0030�0.0048�0.0052�0.0043���2�0.0024�0.0032�0.0050�0.0090�0.0052���3�0.0029�0.0037�0.0055�0.0096�0.0054���4�0.0030�0.0038�0.0056�0.0091�0.0053���12�0.0051�0.0053�0.0065�0.0089�0.0059���18�0.0060�0.0059�0.0066�0.0088�0.00591���24�0.0066�0.0059�0.0065�0.0089�0.0058�������Price����1�0.00063�0.0010�0.0015�0.0015�0.0013���2�0.0008�0.0013�0.0018�0.0017�0.0018���3�0.0008�0.0014�0.0019�0.0017�0.0019���4�0.0009�0.0015�0.0019�0.0017�0.0018���12�0.0011�0.0015�0.0020�0.0018�0.0018���18�0.0013�0.0015�0.0018�0.0017�0.0019���24�0.0014�0.00116�0.0018�0.0017�0.0015�������Money����1�0.0037�0.0066�0.0098�0.0107�0.091���2�0.0039�0.0068�0.0104�0.0256�0.0143���3�0.0041�0.0073�0.0109�0.0258�0.0158���4�0.0050�0.0076�0.0113�0.0270�0.0167���12�0.0092�0.0103�0.0125�0.0265�0.0196���18�0.0105�0.0107�0.0131�0.0270�0.0211���24�0.0114�0.0111�0.0131�0.0270�0.0207�������Interest rate����1�0.0181�0.0276�0.0408�0.0404�0.0352���2�0.0214�0.0296�0.0437�0.0588�0.0528���3�0.0236�0.0305�0.0448�0.0642�0.0567���4�0.0237�0.0308�0.0451�0.0609�0.0546���12�0.0275�0.0309�0.0364�0.0619�0.0538���18�0.0279�0.0306�0.0357�0.0574�0.0535���24�0.0315�0.0324�0.0357�0.0584�0.0539���



�Table 15 bis. Root mean square forecast errors for out of sample forecasts of the eight-variable system for data on differences

forecast  steps�

VAR/I�

VAR/II�

BVAR/I�

VECM/I�

VECM/II�

BVECM/I�

BVECM/II�Aoki state

space������IPI������1�0.0590�0.0333�0.0332�0.0575�0.0347�0.0325�0.0304���2�0.1005�0.0360�0.0354�0.1265�0.1042�0.0715�0.0735���3�0.0848�0.0348�0.0367�0.1335�0.1120�0.0798�0.0809���4�0.0854�0.0321�0.0370�0.1384�0.1180�0.0817�0.0832���12�0.0714�0.0313�0.0417�0.1341�0.1118�0.0924�0.0922���18�0.1270�0.0365�0.0474�0.1441�0.1249�0.1069�0.1071���24�0.1216�0.0369�0.0497�0.1357�0.1152�0.1028�0.1029�������Consumption������1�0.0584�0.0271�0.0251�0.0302�0.0253�0.0287�0.0245���2�0.0652�0.0322�0.0292�0.0369�0.0352�0.0486�0.0470���3�0.0558�0.0302�0.0304�0.0433�0.0423�0.0494�0.0493���4�0.0551�0.0305�0.0294�0.0444�0.0432�0.0492�0.0495���12�0.0516�0.0283�0.0305�0.0428�0.0403�0.0469�0.0475���18�0.0538�0.0280�0.0278�0.0416�0.0397�0.0444�0.0453���24�0.0500�0.0259�0.0271�0.0381��0.0400�0.0404�������Exports������1�0.2211�0.0817�0.0778�0.0908�0.0777�0.0715�0.0625���2�0.2204�0.0781�0.0824�0.1278�0.1127�0.1219�0.1151���3�0.1692�0.0683�0.0815�0.1359�0.1202�0.1259�0.1157���4�0.1508�0.0686�0.0807�0.1397�0.1208�0.1251�0.1155���12�0.2054�0.0680�0.0983�0.1479�0.1274�0.1456�0.1294���18�0.2632�0.0575�0.1017�0.1518�0.1328�0.1581�0.1379���24�0.3055�0.0701�0.1089�0.1552�0.1377�0.1578�0.1398�������Imports������1�0.1548�0.0950�0.0839�0.0820�0.0812�0.0995�0.0811���2�0.1767�0.0931�0.0909�0.1626�0.1605�0.1665�0.1465���3�0.1701�0.0969�0.0971�0.1694�0.1664�0.1774�0.1540���4�0.1539�0.0912�0.0988�0.1643�0.1622�0.1747�0.1486���12�0.2120�0.0809�0.1094�0.1629�0.1582�0.1935�0.1657���18�0.2205�0.0810�0.0928�0.1581�0.1535�0.1881�0.1574���24�0.2770�0.0725�0.0953��0.1346�0.1767�0.1460�������Unemploym.������1�0.0163�0.0067�0.0052�0.0063�0.0053�0.0081�0.0056���2�0.0152�0.0073�0.0059�0.0095�0.0087�0.0106�0.0071���3�0.0137�0.0075�0.0062�0.0109�0.0097�0.0125�0.0079���4�0.0147�0.0076�0.0066�0.0109�0.0093�0.0139�0.0085���12�0.0166�0.0075�0.0067�0.0111�0.0090�0.0223�0.0132���18�0.0164�0.0069�0.0066�0.0112�0.0096�0.0252�0.0162���24�0.0200�0.0065�0.0068�0.0107�0.0091�0.0259�0.0168�������Price������1�0.0059�0.0024�0.0024�0.0024�0.0022�0.0023�0.0021���2�0.0055�0.0024�0.0024�0.0022�0.0021�0.0020�0.0019���3�0.0044�0.0022�0.0023�0.0022�0.0020�0.0020�0.0019���4�0.0043�0.0020�0.0024�0.0021�0.0020�0.0020�0.0019���12�0.0043�0.0018�0.0021�0.0019�0.0019�0.0019�0.0017���18�0.0038�0.0019�0.0024�0.0019�0.0022�0.0019�0.0018���24�0.0056�0.0018�0.005�0.0019�0.0023�0.0020�0.0020�������Money������1�0.0330�0.0171�0.0145�0.0163�0.0163�0.0140�0.0143���2�0.0256�0.0185�0.0149�0.0252�0.0230�0.0165�0.0167���3�0.0272�0.0190�0.1512�0.0255�0.0237�0.0169�0.0174���4�0.0308�0.0192�0.0156�0.0263�0.0247�0.0179�0.0183���12�0.0339�0.0173�0.0155�0.0245�0.0224�0.0183�0.0186���18�0.0379�0.0153�0.0157�0.0253�0.0231�0.0194�0.0196���24�0.0394�0.0169�0.0170�0.0243�0.0229�0.0197�0.0202�������Interest rate������1�0.1469�0.1167�0.1034�0.1343�0.1112�0.1084�0.1052���2�0.1388�0.1150�0.1072�0.1600�0.1091�0.1223�0.1105���3�0.1491�0.1124�0.1049�0.1602�0.1058�0.1185�0.1069���4�0.1385�0.1139�0.1048�0.1618�0.1091�0.1200�0.1089���12�0.1281�0.1013�0.0946�0.1711�0.1254�.0.1212�0.1240���18�0.1341�0.0944�0.0595�0.1788�0.1296�0.1231�0.1277���24�0.1027�0.0924�0.0854�0.1738�0.1291�0.1170�0.1295���
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� The authors have considered the following periods, which correspond to three major conjonctural cycles: February 1969 to December 1973, June 1974 to March 1979 and July 1979 to July 1985; they have assessed a situation in describing the following cases: the forecast is correct, the forecast overestimates the change (acceleration, stability or slowing down of the tendency), the forecast underestimates the change and the forecast makes an error about the change nature.

� The innovation form stands out by the presence of the same innovations in the state equation and the observation equation. The choice of this model does not lose generality because the passage to the classical model is done by a spectral factorization of the matrixes (A,G,C). 

� In the systems theory, the model (4) is said stable if and only if, for a positive matrix Q, there is a positive matrix P, unique solution of the Lyapunov equation �EMBED Equation.DSMT4���.

� Critical values at 5% for equations [a] are : -1,89 for �EMBED Equation.DSMT4���; -1,87 for �EMBED Equation.DSMT4���; -1,88 for �EMBED Equation.DSMT4��� and -1,63 for �EMBED Equation.DSMT4���.

For equations [b] : -3,32 for �EMBED Equation.DSMT4���; -1,88 for �EMBED Equation.DSMT4���; -1,88 for �EMBED Equation.DSMT4��� and -1,61 for �EMBED Equation.DSMT4���.

For equations [c] : -3,28 for �EMBED Equation.DSMT4���; -2,75 for �EMBED Equation.DSMT4���; -3,24 for �EMBED Equation.DSMT4��� and -1,85 for �EMBED Equation.DSMT4���.

Critical values at 10% for equations [a] are : -1,58 for �EMBED Equation.DSMT4���; -1,57 for �EMBED Equation.DSMT4���; -1,55 for �EMBED Equation.DSMT4��� and -1,27 for �EMBED Equation.DSMT4���.

For equations [b] : -3.06 for �EMBED Equation.DSMT4���; -1.55 for �EMBED Equation.DSMT4���; -1.54 for �EMBED Equation.DSMT4��� and -1.25 for �EMBED Equation.DSMT4���.

For equations [c] : -2,99 for �EMBED Equation.DSMT4���; -2,47 for �EMBED Equation.DSMT4���; -2,95 for �EMBED Equation.DSMT4��� and -1,45 for �EMBED Equation.DSMT4���.

� Critical values of �EMBED Equation.DSMT4���  for equation [a] : 3.03 at 5% and 2.34 at 10%.

 Critical values of �EMBED Equation.DSMT4���  for equation [b] : 2.97 at 5% and 2.30 at 10%.

 Critical values of �EMBED Equation.DSMT4���  for equation [c] :  6.23 at 5% and 5.25 at 10%.

� The authors can be reached at the e-mail adress : alain.maurin@univ-ag.fr
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