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Abstract





In this paper, the hypothesis of long-run money neutrality is tested for Egypt, Jordan and Morocco using seasonal cointegration techniques.  The empirical evidence presented shows that money is cointegrated with prices but not with output at the zero frequency.  This suggests that money affects nominal but not real variables in the long run, implying that money is neutral in these three Middle Eastern countries.  The implication of this finding for policy analysis suggests that the anti-inflationary policy prescription espoused by the monetarist school should be followed in order to curb inflation.
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I. Introduction





Although there are many hypotheses relating to the efficacy of monetary policy, one hypothesis that is widely accepted among policymakers and practitioners alike, is the long-run neutrality of money hypothesis.  This hypothesis states that changes in the quantity of money affect the nominal, but not the real variables of the macroeconomy.  Recognised as a constituent of the ‘classical dichotomy’, this hypothesis is usually imposed as an assumption in monetarist theories.  These theories usually invoke the assumption of money neutrality in the long run, but not the short run.


	The neutrality of money hypothesis has been studied extensively, both theoretically and empirically.  Empirical studies testing money neutrality have typically examined the relationship between money and real variables, inter alia, Lucas (1980), Mills (1982), Geweke (1986), Lothian (1985), Duck (1988, 1993), Hsing (1990), Weber (1994), King and Watson (1992, 1997), and Fisher and Seater (1993).  The results obtained by these studies are mixed, with some rejecting money neutrality outright, while others rejecting only long-run superneutrality.


	The objective of this study is to test the hypothesis of long-run neutrality of money.  Following the study by Moosa (1997), a number of important features distinguish this study from those in the extant literature that address the same issue.  First, the hypothesis of money neutrality is examined for the case of three developing countries from the Middle East.  While most of the empirical studies have focused on one or a group of the industrialised countries, none of them have formally tested the hypothesis for a Middle Eastern country.  The only exception, to a degree, is the study by Duck (1988), which examines data for 33 countries, two of which are Morocco and Tunisia.  Importantly, however, the study does not address the issue of why the characteristics of such countries may have different implications for the notion of money neutrality, the data is pooled to maximise the size of the cross-section sample.  As, inter alia, Moosa (1997) and Humphrey (1991) have shown, there is some reason to believe that developing countries, particularly those with less developed financial systems and economies, may provide the appropriate conditions that are supportive of the money neutrality hypothesis, simply because these economies are characterised by the lack of impediments towards no neutrality.


	The second feature of this study is the use of seasonal cointegration.  There are very few studies that directly address the neutrality of money hypothesis using seasonal cointegration techniques, except those by Moosa (1997), and Leong and McAleer (2000).  King and Watson (1992, 1997), and Fisher and Seater (1993), show that the conventional approach of imposing coefficient restrictions on the contemporaneous and lagged monetary variables is only valid provided the order of integration of the monetary and real series is at least one, and equal for both series.  This issue provides a justification for using seasonal cointegration because it considers integration not only at the zero frequency, but also at the seasonal frequencies (Hylleberg et al., 1990, and Engle et al., 1993).  As a result, this technique is highly suitable to test the neutrality of money hypothesis, since a finding of no cointegration at the zero frequency between money and real output implies long-run neutrality, but not necessarily short-run neutrality, which is implied by the finding of no cointegration at other frequencies.


	Finally, this paper is concerned with the neutrality of money hypothesis, and not the issue of superneutrality.  There are a number of reasons for this.  First, while the neutrality of money hypothesis is almost taken to be an axiom in monetary economics, the concept of superneutrality is not (Lucas, 1996).  In fact, there are many theories that suggest that departures from superneutrality is consistent with conventional economic theory.  Indeed, Canova (1994, p. 123) states that “there are very few available models which display superneutrality, while most existing models, both in the neoclassical and neoKeynesian tradition, possess neutrality of money”.  Second, the empirical evidence on superneutrality is not as supportive as that for money neutrality.  For instance, the studies by Geweke (1986), King and Watson (1992, 1997), and Fisher and Seater (1993), all find evidence against superneutrality.  Moreover, the practice of testing for superneutrality can be criticised on econometric grounds: King and Watson (1992, 1997), and Fisher and Seater (1993) show that tests of superneutrality require that the order of integration of the monetary variable be equal to one plus the order of integration of the real variable.


	The rest of this paper is organised as follows.  Section II presents an overview of the neutrality of money hypothesis using a conventional monetarist model of inflation, citing both theory and evidence, while section III outlines the procedure of seasonal cointegration.  In section IV, a preliminary examination of the data is presented, while the empirical results of seasonal integration and cointegration tests are reported in section V.  Section VI provides some concluding remarks.





�
II. The Neutrality of Money Hypothesis: Theory and Evidence





The importance of the neutrality assumption for monetarist models can be shown using a conventional model of inflation developed by, inter alia, Stein (1974, 1978, 1982), Ghatak (1981), and Barro and Gordon (1983a, 1983b), but which can be traced back to the classic work of Friedman (1956, 1969).  Following Moosa (1997), assume that a simple Cagan (1956) money demand function is given by:


�EMBED Equation.3���					(1)


where �EMBED Equation.3��� is the nominal demand for money, �EMBED Equation.3��� is the level of prices, �EMBED Equation.3��� is real output, and �EMBED Equation.3��� is the output elasticity of the demand for money.�


	If the money supply is exogenous, then equilibrium in the money market requires that:


�EMBED Equation.3���					(2)


As such,


�EMBED Equation.3���					(3)


Differentiating equation (3) with respect to time gives:


�EMBED Equation.3���					(4)


or


�EMBED Equation.3���					(5)


where, in general terms, �EMBED Equation.3���.  In continuous time, �EMBED Equation.3��� is the rate of monetary growth, �EMBED Equation.3��� is the rate of inflation, and �EMBED Equation.3��� is the growth rate in real output.  Rearranging equation (5) yields:


�EMBED Equation.3���					(6)


which states that the rate of inflation is equal to the difference between the rate of monetary growth and the rate of growth in the demand for money resulting from the growth in real output.  If money is not neutral, then a monetary expansion would lead to a rise in real output and, therefore, to a rise in the demand for money.  This would produce a smaller excess money supply than would otherwise be the case, leading to a smaller rise in the price level than that implied by equation (6).


	In the short-run, there will be an increase in real output emanating from the short-run Phillips curve relationship, which posits that the difference between the long-run and actual growth rates of real output depends positively on the inflationary expectations’ error.  Thus:


�EMBED Equation.3���			(7)


where �EMBED Equation.3��� is the growth rate of output that is consistent with the natural rate of unemployment, and �EMBED Equation.3��� is the expected inflation rate.  Substituting equation (6) into (7) yields:


�EMBED Equation.3���			(8)


Solving for �EMBED Equation.3��� gives:


�EMBED Equation.3���			(9)


In the long run, �EMBED Equation.3��� as agents revise their inflationary expectations upwards, and so equation (9) collapses to equation (6) when there is an absence of money illusion.


	Much of the existing empirical literature has been motivated by the work of McCallum (1984) who, drawing on the remarks made by Sargent (1971) and Lucas (1972, 1976), shows that the neutrality results obtained from frequency-domain methods are uninformative because of the problem of observational equivalence.  McCallum (1984) claims that without knowing the time series properties of the money supply, both frequency-domain and reduced-form estimates are unable to discriminate empirically between long-run non-neutralities and the effects arising from autoregressive money supply specifications of the type developed by Lucas (1972).  He lucidly points out that a valid test of the neutrality hypothesis can only be conducted using cross-equation restrictions in a bivariate vector autoregression (VAR).


	In response to this, the neutrality of money hypothesis has been tested for numerous countries using different methodologies.  For instance, Fisher and Seater (1993) employ a bivariate VAR model to test the long-run neutrality hypothesis using the Friedman and Schwartz (1982) data on money, prices, nominal income, and real income over the period 1867-1975 for the US.  The orders of integration of the variables determine the model’s restrictions, while the exogeneity of money is a necessary condition in their framework.  Fisher and Seater (1993) find that money neutrality holds between nominal income and prices, but fails to hold between prices and real output.  In a note commenting on the findings of Fisher and Seater (1993), Boschen and Otrok (1994) are circumspect about the rejection of the neutrality hypothesis.  They rework the bivariate VAR model studied by Fisher and Seater (1993) using the Friedman and Schwartz (1982) data, but extend the sample period to 1992.  Boschen and Otrok (1994) then split the data into two periods, 1862-1929 and 1940-1992.  Using the same bivariate VAR model employed by Fisher and Seater (1993), Boschen and Otrok (1994) find that the neutrality of money hypothesis holds in both sub-samples.  They conclude that the financial disruption during the Great Depression is what causes the failure of the hypothesis to hold when that period is included.


	Commenting further on the findings of Fisher and Seater (1993), Haug and Lucas (1997) postulate that since Canada did not encounter any bank failures during the Great Depression, the use of Canadian data to test the neutrality of money hypothesis might provide further evidence that something unusual happened in the US during the years of the Great Depression.  They use a data set that includes real income and the M2 measure of money for the period 1914-1994.  Haug and Lucas (1997) lucidly show that the use of pre-1914 data is inappropriate for testing the neutrality of money hypothesis because changes in the money supply were not exogenous in Canada at that time.  Using the same bivariate VAR model employed by Fisher and Seater (1993), Haug and Lucas (1997) find that the hypothesis of money neutrality cannot be rejected for Canada.  They go on to conclude that this finding is highly supportive of the arguments put forward by Boschen and Otrok (1994).


	Similarly, Olekalns (1996) applies the bivariate VAR model of Fisher and Seater (1993) to Australian data that spans 94 years.  Arguing that the impact of the Great Depression was less severe in Australia, Olekalns (1996) uses the M1 and M3 measures of money, along with real GDP.  He finds that the neutrality hypothesis holds when using M1, but is rejected when using the broader measure of money.  As such, Olekalns (1996) concludes that the results can be sensitive to the measure of money used.


	Serletis and Krause (1996) use the data set compiled by Backus and Kehoe (1992), which includes more than a century of annual observations on real output, prices, and money for 10 industrialised countries.  By employing the Zivot and Andrews (1992) structural break test, they find that money is reasonably described as a unit root process, except in Germany and Japan, while output is found to be a stationary process in Australia, Italy, Denmark, Canada, the US, and the UK.  Serletis and Krause (1996) suggest that these countries provide direct evidence that is highly supportive of neutrality with respect to output.  They then use the Fisher and Seater (1993) bivariate VAR model to test for neutrality in the remaining money, price, and output combinations.  Serletis and Krause (1996) generally find support for the neutrality hypothesis.


	In an attempt to explain the paradoxical findings of Fisher and Seater (1993), Coe and Nason (2003) suggest that the failure to reject the neutrality hypothesis is not the same as declaring it to be true.  They claim that when the possibility of obtaining a type II error is high, greater information is needed about a test of money neutrality than just simply concluding that the hypothesis holds if the test is rejected because there may exist other alternatives that are likely to be as true as the finding of money neutrality.  Coe and Nason (2003) use the Andrews (1989) inverse power function to provide additional information about the hypothesis of money neutrality.  Using long annual data sets for Australia, Canada, the US, and the UK, Coe and Nason (2003) find that the hypothesis of money neutrality is rejected in 40 per cent of cases.  As such, they conclude that the Fisher and Seater (1993) bivariate VAR model has very low power in distinguishing between the existence of money neutrality and departures from it.


	A second approach to testing the neutrality of money hypothesis is developed by King and Watson (1992, 1997), who also use a bivariate VAR model but emphasise identification restrictions and the order of integration of the variables, in an attempt to analyse the robustness of their results.  Using quarterly data for the period 1949-1990, various monetarist hypotheses about the impact of money on real variables for the US is tested.  King and Watson (1992, 1997) find that they cannot reject the money neutrality postulate for the US in the postwar period.  Weber (1994) employs the King and Watson (1992, 1997) methodology for the G7 economies using quarterly data for the post-war period, but with particular variation across countries.  He, like King and Watson (1992, 1997), tests various monetarist propositions, including the Phillips curve phenomenon, and the Fisher effect.  Weber (1994) finds that for the broader monetary aggregates, such as the M2 and M3 measures of money, a number of identifying restrictions imposed on the bivariate model fail to reject the hypothesis of money neutrality across the G7 countries.  For the narrower measures of money, however, the number of identifying restrictions that fail to reject the hypothesis of money neutrality are smaller.  Serletis and Koustas (1998) also employ the data set compiled by Backus and Kehoe (1992) to test the neutrality of money hypothesis using the King and Watson (1992, 1997) approach of imposing various identifying restrictions.  They use only the money and real output series, and apply a battery of unit root tests to determine the univariate properties of the data.  Except for Italy, all variables are found to contain a single unit root, allowing them to test for money neutrality.  Serletis and Koustas (1998) generally find it difficult to reject the neutrality of money hypothesis under plausible identifying restrictions.


	Jefferson (1997) also investigates the issue of money neutrality using the King and Watson (1992, 1997) approach, except he defines measures of inside and outside money.  Inside money consists of nominal checkable deposits, or the M2 measure of money less currency, while outside money consists of the money base, or high-powered money.  Using nearly a century of data for the US, Jefferson (1997) finds that the hypothesis of money neutrality is rejected when inside money is used.


	Although the King and Watson (1992, 1997) approach allows the practitioner to investigate the robustness of their results using different identification restrictions, they can only do so for bivariate models, leaving the results obtained from such models exposed to the problem of omitted variables.  In one of the very few studies that tries to overcome this issue, Boschen and Mills (1995) use a vector error correction model to test the proposition that if money neutrality does not hold, then there would be a nonstationary component of real output that is determined by long-term movements in the money stock.  Using quarterly data on 10 variables for the US over the period 1951-1990, they test for cointegrating relationships among the real and nominal variables, and then between them, as a means of testing for neutrality.  Boschen and Mills (1995) obtain results that is supportive of the money neutrality hypothesis for the post-war period in the US.


	In a comment on Weber (1994), Canova (1994) emphasises that the approaches developed to test the neutrality hypothesis by Fisher and Seater (1993) and King and Watson (1992, 1997) is highly dependent on the existence of unit roots.  He states that tests of neutrality propositions depend on getting the inference on univariate time series properties correct, and yet, tests for unit roots are notorious for having low power.  Most authors surveyed are well aware of this limitation, and many employ a battery of tests in an attempt to be more definitive about their conclusions.  Despite these efforts, Canova (1994) nevertheless states that such procedures are flawed.  In an attempt to address this issue, Jensen (1998) explores the role for fractional integration in testing the neutrality of money hypothesis.  Canova (1994) then continues to comment about the results obtained from bivariate VAR systems, in which he fears that the results from such methods may not be the same when larger, more dynamic systems are used.  Studies by Ahmed and Rogers (1998), and Bernanke and Mihov (1998a, 1998b) have employed such systems.


	As a result of the damning criticisms by Canova (1994), some practitioners have chosen not to employ the methodologies developed by Fisher and Seater (1993) and King and Watson (1992, 1997), and have instead adopted less mainstream approaches to testing the neutrality of money hypothesis.  Moosa (1997), and Leong and McAleer (2000), for instance, employ the technique of seasonal cointegration, to which we turn to next.





III. Seasonal Cointegration





Seasonal cointegration analysis is employed to test the neutrality of money hypothesis.  The benefit of using this technique lies in its ability to distinguish between cointegration at different frequencies.  Since the zero frequency represents the long run, money should not be cointegrated with real output at the zero frequency if it is neutral.  Conversely, money should be cointegrated with prices at the zero frequency for the model presented in the previous section to be valid.


	Among the alternative procedures developed for testing seasonal integration, we employ the HEGY test (Hylleberg et al., 1990).  The HEGY procedure tests for unit roots at each frequency separately without maintaining the assumption that unit roots are present at other frequencies.  As Ghysels and Perron (1993), and Ghysels et al. (1994) show, this test is most useful in detecting certain types of nonstationarity which might cause serious problems for statistical inference.  The HEGY test utilises a decomposition of the seasonal differencing polynomial as:


�EMBED Equation.3���			(10)


where �EMBED Equation.3��� is the lag operator such that �EMBED Equation.3���.  The test statistics are obtained from the following regression:


�EMBED Equation.3���		


�EMBED Equation.3���						(11)


where �EMBED Equation.3���, �EMBED Equation.3���, and �EMBED Equation.3���, are created from the original series, �EMBED Equation.3���.


	The test for a seasonal unit root at the frequencies of 0, 1/2, and 1/4 that correspond to the long-run, 2 cycles per year, and 1 cycle per year, respectively, are based on the t-statistics of �EMBED Equation.3���, �EMBED Equation.3���, and the F-statistic for �EMBED Equation.3���.  The critical values are tabulated in Hylleberg et al. (1990).  If the variables turn out to be seasonally integrated of the same order, then it is possible to proceed by testing for cointegration between the transformed variables in terms of the factor sums.  This is conducted as follows:





(i). The time series vector �EMBED Equation.3���, is cointegrated at the single period cycle (the long-run or zero frequency) corresponding to the factor �EMBED Equation.3��� of the seasonal process, if a cointegrating vector, �EMBED Equation.3���, exists such that:


�EMBED Equation.3���, where �EMBED Equation.3���			(12)


In this case, the bivariate regression for seasonal cointegration at the zero frequency can be written as:


�EMBED Equation.3���				(13)


where �EMBED Equation.3��� is either prices or output.  The auxiliary regression to test for a unit root in the residuals, �EMBED Equation.3���, is given by:


�EMBED Equation.3���				(14)





(ii). The time series vector, �EMBED Equation.3���, is said to be seasonally cointegrated at the biannual cycle (or the 1/2 frequency) corresponding to the factor �EMBED Equation.3��� of the seasonal process, if a cointegrating vector, �EMBED Equation.3���, exists such that:


�EMBED Equation.3���, where �EMBED Equation.3���			(15)


The bivariate regression for seasonal cointegration at this frequency can be written as:


�EMBED Equation.3���				(16)


where the auxiliary regression needed to test for a unit root in the residuals, �EMBED Equation.3���, is given by:


�EMBED Equation.3���		(17)





(iii). The time series vector, �EMBED Equation.3���, is said to be seasonally cointegrated at the four period or annual cycle (or the 1/4 frequency) corresponding to the factor �EMBED Equation.3��� of the seasonal process, if a polynomial cointegrating vector, �EMBED Equation.3��� exists such that:


�EMBED Equation.3���, where �EMBED Equation.3���			(18)


The bivariate regression for seasonal cointegration at this frequency is given by:�


�EMBED Equation.3���		(19)


In this case, testing for a unit root in the residuals is not as straight forward as in the other cases because it involves complex unit roots.  Engle et al. (1993) develop a method to test for cointegration at this frequency based on the auxiliary regression:


�EMBED Equation.3���	(20)


The test statistics in this case are the t-statistics of �EMBED Equation.3���, �EMBED Equation.3���, and the F-statistic for �EMBED Equation.3���.  Critical values for this test are tabulated in Engle et al. (1993) for various model specifications.�





�
IV. An Informal Examination of the Data





Empirical testing is conducted on the basis of seasonally unadjusted quarterly data.  It has been shown by, inter alia, Ghysels and Perron (1993), and Franses (1996), that various seasonal adjustment procedures can remove cyclical fluctuations in the data, thereby distorting the data because seasonality and the business cycle are typically correlated.  Three variables are considered for each country, these being the money supply, �EMBED Equation.3���, price level, �EMBED Equation.3���, and real output, �EMBED Equation.3���.  The money supply is taken to be the currency in circulation, while the price level is the consumer price index.  Real output in all three countries is proxied by industrial production.  For Jordan, the sample consists of 108 observations covering the period 1976:1 to 2002:4, while for Egypt and Morocco, the sample period is 1972:1 to 2002:4. All of the data was extracted from the International Monetary Fund’s International Financial Statistics data tape, except for the series on industrial production for Egypt, which was taken from the Central Bank of Egypt’s Quarterly Economic Review (various issues).


	An informal analysis of the data may be useful in obtaining a preliminary idea about the univariate properties of each of the variables.  Figure 1 graphs the logarithms of the money supply, price level, and real output for Egypt.  Seasonal variation appears to be slightly present in money and prices, but less so in real output.  This observation is only somewhat confirmed in Figure 2, which plots the first differences of the variables.  Seasonal variation can best be examined through the autocorrelation function of the first differences.  These are presented in Figure 3, which shows slight similarities between the autocorrelation functions of money and real output.  Similar sorts of results are presented in Figures’ 4-6 for Jordon, and 7-9 for Morocco, where the autocorrelation functions of money and real output exhibit some similarity.  Although the autocorrelation function of prices for Jordon and Morocco appears to be different, the regular pattern suggests the presence of some seasonal variation. 





(Insert Figures’ 1 to 9 about here)





V. Empirical Results





In order to determine the order of integration in the presence of seasonality, the HEGY test is used.  This test is first applied to the levels of the variables and then to the variables derived by taking the first differences of the seasonal differences.  These results, which are reported in Table 1, show that all the variables are seasonally integrated of order I(1,1), that is, all variables become stationary after seasonally differencing once, and then taking the first difference of the seasonal difference.





(Insert Table 1 about here)





	Having established that the variables are integrated of the same order, it is possible to test for seasonal cointegration at the various frequencies using the transformed �EMBED Equation.3���, �EMBED Equation.3���, and �EMBED Equation.3��� variables.  What is of interest here is testing for seasonal cointegration at the zero frequency or long run on the basis of the transformed �EMBED Equation.3��� variables.  The results of the seasonal cointegration tests are presented in Table 2.  Money and real output are not seasonally cointegrated at the zero frequency, or the 1/4 frequency for Egypt.  In particular, a finding of no cointegration at the zero frequency for Egypt implies no relationship between money and real output in the long run, thus confirming the long-run neutrality of money hypothesis.  On the other hand, money and prices are cointegrated at all possible frequencies, validating the simple monetarist model of inflation given in section II.


	Similar results are obtained for Jordan and Morocco.  Money and real output are not seasonally cointegrated at the zero or 1/4 frequencies, suggesting that there is no long-run relationship between money and real output.  Conversely, money and prices are seasonally cointegrated at all possible frequencies.  Importantly, the results obtained show that there is seasonal cointegration in the long-run or zero frequency between money and prices, not money and real output.  In these three Middle Eastern countries, therefore, money affects nominal but not real variables in the long run, and so it is neutral.





(Insert Table 2 about here)





VI. Conclusions





In this paper, the hypothesis of long-run money neutrality is tested for three Middle Eastern countries using seasonal cointegration techniques.  The empirical evidence was obtained by testing for seasonal cointegration at different frequencies between money, output and prices.  Results of seasonal cointegration testing reveal that money and real output are not cointegrated at the zero frequency, or the 1/4 frequency for any country.  Conversely, money and prices are found to be cointegrated at every possible frequency, including the long run.  This finding, that money influences nominal but not real variables, indicates that money is neutral in the long run.


	The implication of this finding for policy analysis is that the effectiveness of monetary policy in curbing inflation depends on the existence of a stable link between money and prices.  The monetarist model of inflation presented in this paper states that if the supply of money rises by more than demand, then expenditure will rise with a consequent rise in real output and prices.  If output is near or at the full employment level, then the direct relationship between money and prices is obtained.  This model appears to work well for Egypt, Jordan and Morocco, suggesting that the anti-inflationary policy prescription espoused by the monetarist school should be followed in these Midlle Eastern countries to curb inflation.









































References





Andrews, D. W. K. (1989), “Power in Econometric Applications”, Econometrica, vol. 57(5), p. 1059-1090.





Ahmed, S. and Rogers, J. H. (1996), “Long-term Evidence on the Tobin and Fisher Effects: A New Approach”, International Finance Discussion Paper No. 566, Board of Governors of the Federal Reserve System.





Backus, D. K. and Kehoe, P. J. (1992), “International Evidence on the Historical Properties of Business Cycles”, American Economic Review, vol. 82(4), p. 864-888.





Barro, R. J. and Gordon, D. B. (1983a), “A Positive Theory of Monetary Policy in a Natural Rate Model”, Journal of Political Economy, vol. 91(4), p. 589-610.





Barro, R. J. and Gordon, D. B. (1983b), “Rules, Discretion and Reputation in a Model of Monetary Policy”, Journal of Monetary Economics, vol. 12(1), p. 101-121.





Bernanke, B. S. and Mihov, I. (1998a), “The Liquidity Effect and Long-run Neutrality”, Carnegie-Rochester Conference Series on Public Policy, vol. 49(1), p. 149-194.





Bernanke, B. S. and Mihov, I. (1998b), “Measuring Monetary Policy”, Quarterly Journal of Economics, vol. 113(3), p. 869-902.





Boschen, J. F. and Mills, L. O. (1994), “Tests of Long-Run Neutrality using Permanent Monetary and Real Shocks”, Journal of Monetary Economics, vol. 35(1), p. 25-44.





Boschen, J. F. and Otrok, C. M. (1994), “Long-Run Neutrality and Superneutrality in an ARIMA Framework: Comment”, American Economic Review, vol. 84(5), p. 1470-1473.





Cagan, P. (1956), “The Monetary Dynamics of Hyperinflation” in Studies in the Quantity Theory of Money, ed., by M. Friedman, p. 25-117, University of Chicago Press: Chicago.





Canova, F. (1994), “Testing Long-run Neutrality: Empirical Evidence for G7 Countries with Special Emphasis on Germany – A Comment”, Carnegie-Rochester Conference Series on Public Policy, vol. 41(1), p. 119-125.





Coe, P. J. and Nason, J. M. (2003), “The Long-horizon Regression Approach to Monetary Neutrality: How Should the Evidence be Interpreted?”, Economics Letters, vol. 78(3), p. 351-356.





Duck, N. W. (1988), “Money, Output and Prices: An Empirical Study using Long-term Cross Country Data”, European Economic Review, vol. 32(8), p. 1603-1619.





Duck, N. W. (1993), “Some International Evidence on the Quantity Theory of Money”, Journal of Money, Credit and Banking, vol. 25(1), p. 1-12.





Engle, R. F., Granger, C. W. J., Hylleberg, S. and Lee, H. S. (1993), “Seasonal Cointegration: The Japanese Consumption Function”, Journal of Econometrics, vol. 55(1/2), p. 275-298.





Fisher, M. E. and Seater, J. J. (1993), “Long-Run Neutrality and Superneutrality in an ARIMA Framework”, American Economic Review, vol. 83(3), p. 402-415.





Franses, P. H. (1996), Periodicity and Stochastic Trends in Economic Time Series, Oxford University Press: Oxford.





Friedman, M. (1956), Studies in the Quantity Theory of Money, University of Chicago Press: Chicago.





Friedman, M. (1969), The Optimum Quantity of Money and Other Essays, Aldane Publishing: Chicago.





Friedman, M. and Schwartz, A. (1982), Monetary Trends in the United States and the United Kingdom, University of Chicago Press: Chicago.





Ghatak, S. (1981), Monetary Economics in Developing Countries, Macmillan Press: London.





Geweke, J. (1986), “The Superneutrality of Money in the United States: An Interpretation of the Evidence”, Econometrica, vol. 54(1), p. 1-12.





Ghysels, E. and Perron, P. (1993), “The Effect of Seasonal Adjustment Filters on Tests for a Unit Root”, Journal of Econometrics, vol. 55(1/2), p. 57-98.





Ghysels, E., Lee, H. S. and Noh, J. (1994), “Testing for Unit Roots in Seasonal Time Series: Some Theoretical Extensions and a Monte Carlo Investigation”, Journal of Econometrics, vol. 62(2), p. 415-442.





Haug, A. A. and Lucas, R. E. (1997), “Long-Run Neutrality and Superneutrality in an ARIMA Framework: Comment”, American Economic Review, vol. 87(4), p. 756-759.


 


Hsing, Y. (1990), “International Evidence on the Non-Neutrality of Money”, Journal of Macroeconomics, vol. 12(3), p. 467-474.





Humphrey, T. M. (1991), “Nonneutrality of Money in Classical Monetary Thought”, Economic Quarterly, Federal Reserve Bank of Richmond, vol. 77(2), p. 3-15.





Hylleberg, S., Engle, R. F., Granger, C. W. J. and Yoo, B. S. (1990), “Seasonal Integration and Cointegration”, Journal of Econometrics, vol. 44(1/2), p. 215-238.





Jefferson, P. N. (1997), “On the Neutrality of Inside and Outside Money”, Economica, vol. 64(256), p. 567-586.





Jensen, M. J. (1998), “Long-run Neutrality in a Long Memory Model”, Department of Economics Working Paper No. 98-05, University of Missouri, Columbia.





King, R. G. and Watson, M. W. (1992), “Testing Long-run Neutrality”, NBER Working Paper No. 4156.





King, R. G. and Watson, M. W. (1997), “Testing Long-run Neutrality”, Economic Quarterly, Federal Reserve Bank of Richmond, vol. 83(3), p. 69-101.





Leong, K. and McAleer, M. (2000), “Testing Long-run Neutrality using Intra-Year Data”, Applied Economics, vol. 32(1), p. 25-37.





Lothian, J. R. (1985), “Equilibrium Relationships between Money and Other Economic Variables”, American Economic Review, vol. 75(4), p. 828-835.





Lucas, R. E. (1972), “Econometric Testing of the Natural Rate Hypothesis”, in The Econometrics of Price Determination, ed. O. Eckstein, Washington DC: Board of Governors of the Federal Reserve System and Social Science Research Council, p. 50-59.


 


Lucas, R. E. (1976), “Econometric Policy Evaluation: A Critique”, in The Phillips Curve and Labour Markets, eds. K. Brunner and A. H. Meltzer, Amsterdam: North Holland, p. 19-46.


 


Lucas, R. E. (1980), “Two Illustrations of the Quantity Theory of Money”, American Economic Review, vol. 70(5), p. 1005-1014.





Lucas, R. E. (1996), “Nobel Lecture: Monetary Neutrality”, Journal of Political Economy, vol. 104(4), p. 661-682.





McCallum, B. T. (1984), “On Low Frequency Estimates of Long-Run Relationships in Macroeconomics”, Journal of Monetary Economics, vol. 14(1), p. 3-14.





Mills, T. C. (1982), “Signal Extraction and Two Illustrations of the Quantity Theory”, American Economic Review, vol. 72(5), p. 1162-1168.





Moosa, I. A. (1997), “Testing the Long-run Neutrality of Money in a Developing Country: The Case of India”, Journal of Development Economics, vol. 53(1), p. 139-155.





Olekalns, N. (1996), “Some Further Evidence on the Long-Run Neutrality of Money”, Economics Letters, vol. 50(3), p. 393-398.





Serletis, N. and Krause, D. P. (1996), “Empirical Evidence on the Long-run Neutrality Hypothesis using Low-Frequency International Data”, Economics Letters, vol. 50(3), p. 323-327.





Serletis, N. and Koustas, Z. (1998), “International Evidence on the Neutrality of Money”, Journal of Money, Credit and Banking, vol. 30(1), p. 1-25.





Sargent, T. J. (1971), “A Note on the ‘Accelerationist’ Controversy”, Journal of Money, Credit and Banking, vol. 3(1), p. 50-60.





Stein, J. L. (1974), “Unemployment, Inflation and Monetarism”, American Economic Review, vol. 64(5), p. 867-887.





Stein, J. L. (1978), “Inflation, Employment and Stagflation”, Journal of Monetary Economics, vol. 4(2), p. 193-228.





Stein, J. L. (1982), Monetarist, Keynesian and New Classical Economics, New York University Press: New York.





Weber, A. A. (1994), “Testing Long-run Neutrality: Empirical Evidence for G7 Countries with Special Emphasis on Germany”, Carnegie-Rochester Conference Series on Public Policy, vol. 41(1), p. 67-117.





Zivot,  E. and Andrews, D. W. K. (1992), “Further Evidence on the Great Crash, the Oil Price Shock and the Unit Root Hypothesis”, Journal of Business and Economic Statistics, vol. 10(3), p. 251-270.





























�











�











�


Figure 1: The money supply, price level, and real output in Egypt.
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Figure 2: The first difference of the variables for Egypt.�
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Figure 3: The autocorrelation function of the first differences of the variables for Egypt.�
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Figure 4: The money supply, price level, and real output in Jordan.
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Figure 5: The first difference of the variables for Jordan.�
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Figure 6: The autocorrelation function of the first differences of the variables for Jordan.�
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Figure 7: The money supply, price level, and real output in Morocco.�
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Figure 8: The first difference of the variables for Morocco.�
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Figure 9: The autocorrelation function of the first differences of the variables for Morocco.�
Table 1: Results of the HEGY test for Seasonal Integration


�
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
LM(4)�
�
Egypt�
�
�EMBED Equation.3����
1.715�
-1.750�
1.567�
11�
1.353�
�
�EMBED Equation.3����
-2.687�
-1.182�
2.724�
15�
0.495�
�
�EMBED Equation.3����
-1.482�
-1.706�
2.405�
17�
4.289�
�
�EMBED Equation.3����
-3.131*�
-3.372*�
3.816*�
3�
6.717�
�
�EMBED Equation.3����
-3.053*�
-4.531*�
15.174*�
3�
9.010�
�
�EMBED Equation.3����
-6.120*�
-5.014*�
21.187*�
0�
0.764�
�
Jordan�
�
�EMBED Equation.3����
-2.365�
-1.875�
2.454�
6�
1.810�
�
�EMBED Equation.3����
-1.226�
-1.769�
2.396�
13�
7.560�
�
�EMBED Equation.3����
-0.702�
-1.738�
0.663�
13�
8.627�
�
�EMBED Equation.3����
-3.325*�
-2.773*�
6.575*�
0�
2.193�
�
�EMBED Equation.3����
-2.915*�
-4.620*�
14.210*�
0�
3.359�
�
�EMBED Equation.3����
-6.552*�
-4.550*�
10.109*�
0�
7.345�
�
Morocco�
�
�EMBED Equation.3����
-0.918�
-1.179�
2.049�
14�
1.154�
�
�EMBED Equation.3����
-2.744�
-1.240�
2.299�
14�
1.120�
�
�EMBED Equation.3����
-1.770�
-0.537�
2.308�
5�
7.508�
�
�EMBED Equation.3����
-4.945*�
-3.966*�
24.003*�
0�
3.004�
�
�EMBED Equation.3����
-3.714*�
-3.109*�
6.609*�
4�
1.532�
�
�EMBED Equation.3����
-4.314*�
-5.299*�
3.466*�
4�
8.780�
�
Notes: All variables are measured in natural logarithms.  The term �EMBED Equation.3��� refers to the number of augmentation terms necessary to remove serial correlation, while LM represents the Lagrange multiplier test statistic for serial correlation that is distributed as �EMBED Equation.3���.  The 5 per cent critical values are:�EMBED Equation.3���, �EMBED Equation.3��� and �EMBED Equation.3���.  An asterisk following the test statistic indicates that the null hypothesis of a seasonal unit root is rejected at the 5 per cent level.  
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Table 2: Results of testing for Seasonal Cointegration


Regressand �
Regressors�
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
LM(4)�
�
Egypt�
�
�EMBED Equation.3����
�EMBED Equation.3����
-2.772�
�
�
�
9�
9.098�
�
�EMBED Equation.3����
�EMBED Equation.3����
-5.078*�
�
�
�
9�
9.190�
�
�EMBED Equation.3����
�EMBED Equation.3����
-4.348*�
�
�
�
1�
9.224�
�
�EMBED Equation.3����
�EMBED Equation.3����
-5.975*�
�
�
�
5�
7.801�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-2.223�
-1.102�
2.461�
2(�
5.334�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-6.962*�
-3.653*�
16.662*�
4�
2.734�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
Jordan�
�
�EMBED Equation.3����
�EMBED Equation.3����
-2.959�
�
�
�
10�
6.403�
�
�EMBED Equation.3����
�EMBED Equation.3����
-6.215*�
�
�
�
9�
1.370�
�
�EMBED Equation.3����
�EMBED Equation.3����
-4.293*�
�
�
�
3�
8.311�
�
�EMBED Equation.3����
�EMBED Equation.3����
-5.444*�
�
�
�
3�
6.997�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-2.766�
-0.319�
3.909�
9(�
4.906�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-3.639*�
-2.277*�
9.408*�
3(�
8.564�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�












Table 2: Results of testing for Seasonal Cointegration continued


Regressand �
Regressors�
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
�EMBED Equation.3����
LM(4)�
�
Morocco�
�
�EMBED Equation.3����
�EMBED Equation.3����
-2.215�
�
�
�
4�
5.904�
�
�EMBED Equation.3����
�EMBED Equation.3����
-7.230*�
�
�
�
5�
8.141�
�
�EMBED Equation.3����
�EMBED Equation.3����
-4.755*�
�
�
�
4�
8.134�
�
�EMBED Equation.3����
�EMBED Equation.3����
-4.381*�
�
�
�
4�
4.494�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-2.186�
1.401�
3.418�
5(�
7.837�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�EMBED Equation.3����
�EMBED Equation.3����
�
-4.133*�
-2.456*�
10.049*�
4(�
4.576�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
�
�EMBED Equation.3����
�
�
�
�
�
�
�
Notes: A ( indicates that a constant term is included in the auxiliary regression.  All variables are measured in natural logarithms.  The term �EMBED Equation.3��� refers to the number of augmentation terms necessary to remove serial correlation, while LM represents the Lagrange multiplier test statistic for serial correlation that is distributed as �EMBED Equation.3���.  The 5 per cent critical values are: �EMBED Equation.3���, �EMBED Equation.3���, �EMBED Equation.3��� and �EMBED Equation.3���.  An asterisk following the test statistic indicates that the null hypothesis is rejected at the 5 per cent level.











� It has been stated by, inter alia, Ghatak (1981), that the use of the interest rate variable in typical money demand functions is not appropriate for developing countries where the transactions motive dominates other motives, and where interest rates are typically administered rather than determined by organised financial markets.  While Egypt, Jordan and Morocco have all the key elements of a modern financial system, they still retain many characteristics of a centralised system, with financial markets unevenly developed, and the payments system dominated by cash transactions.


� Note that this expression can be written without the term �EMBED Equation.3���.


� Model specification here refers to whether or not the cointegrating regression and the auxiliary regression contain deterministic components.  See Engle et al. (1993).
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